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Your RoOIl NO.ccoacceseces
Sr. No. of Question Paper : 2915 H
Unique Paper Code ;32351201
Name of the Paper . Real Analysis (CBCS-LOCF)
Name of the Course . B.Sc. (Hons) Mathematics
Semester 11
Duration : 3 Hours Maximum Marks : 75 |

Instructions for Candidates

1. Write your Roll No. on the top immediately on receipt
of this question paper.

2. All ciuestions are compulsory.

3. Attempt any two parts from each question.

1. (a) Let S be a nonempty bounded set in R. Let b < 0,
and let bS = {bs: s € S]. Prove that inf (bS)=b
(sup S) and sup (bS) = b (inf S). (6.5)

(b) State and prove Archimedean Property of rea]
numbers. (6.5)

s
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(c) Prove that (0,1] is neither an open set nor a clogeq

set. (6.5)

2. (a)If a, b € R, then prove that [[a] — [b]| < la = b| <
al + [bl. )

(b) Prove that an upper bound u of a nonempty set §
in R is the supremum of S if and only if for every

g > 0 there exists an s, € S such that u - e<s,

(6)

(c) If S is nonempty subset of R, show that S is
bounded if and only if there exists a closed and
bounded interval I such that S c 1. (6)

3. (a) Prove that lim x, =0 if and only if lim |xp|=0.

n-—oo n—o

Give an example to show that the convergence of

<|xn|> need not imply convergence of (Xn>-

(6.5)
(b) Prove that every monotonically increasing bounded
above sequence is convergent. (6.5)

(¢) Define Cauchy sequence. Show directly using the
definition that

1
<1+?!+ ...... +_> is a CaUChy Sequence. (65)
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4. (a) If (a ) and (b,) converges to a and b respectively,
prove that (a_+b ) converges to (a+b). (6)

(b) Show that a sequence in R can have at the most
one limit, (6)

(c) Show that lim ¢/" =1 for ¢> 0. (6)

n—o0

5. (a) Examine the convergence or divergence of the

following series.
2, . —+—+é+
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(b) Prove that Z n=igZ o o is a telescoping series,
and find its sum, (6.5)

(c) Prove that the p-series Z Py p>0 converges

for p>1 and diverges for p<1. (6.5)
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6. (a) State and prove ratio test (limit form). (6)

(b) Examine the convergence of the following series,
clearly stating the test used

1 _4_+_2_7_+Z§§+_3.12§.+...
e 2 B & (6)

(c) Define Alternating series of real numbers. Test
for the absolute convergence and convergence of

: 1 1 1
the series 1—§+§—-7—+- (6)
= Aeifieery
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Your Roll NO.cccceeeeeeaee. :
Sr. No. of Question Paper: 3005 H
Unique Paper Code . 32351402
Name of the Paper . Riemann Integration and

Series of Functions

Name of the Course . B.Sc. (Hons.) Mathematics
Semester ; IV
Duration : 3 Hours Maximum Marks : 75

Instructions for Candidates

1.

Write your Roll No. on the top immediately on receipt

of this question paper.
All questions are com‘pulsdry.
Attempt any twe parts from each question.

Use of calculator is not allowed.

(a) Find the upper and lower Darboux integral for
f(x) = 2x + 1 and show that it is integrable on™

| 2
[1,2]. Hence show that .[1 (2x + 1dx = 4.6.5)

(b) Prove that a bounded function f on [a, b] is
Riemann integrable if and only if it is Darboux

KALIND‘ COLLEGE L|BRARX "P.T.O.
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integrable in which case the values of the integrals
agree. (6.5)
(c) Prove that every continuous function f on [a, b] is

integrable. (6.5)

2. (a) (i) State and prove intermediate value theorem

for integrals.

(ii) Give example of a function f which is not
integrable for which [f] is integrable. (6)

(b) If u and v are continuous functions on [a; b] that
are differentiable on [a, b] and if u’ and v’ are

integrable on [a, b] then prove

Jbu(x)v’(x) + L u'(x)v(x)=u(b)v(b)-u(a)v(a)
(6)

(c) Prove that if f is a piecewise continuous function
or a bounded piecewise monotonic function on
[a, b] then f is integrable on [a, b]. (6)

3. (a) Prove that .[0 e_tts"ldt is convergent if and only if

s> 0. (6)

(b) (i) Prove that J.l Slf;ldx converges absolutely
X

'Hmﬁﬁéﬁlmﬂﬁﬁm?nigvammﬁu
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(1) Prove that I dx is convergent. (6)

X3 +5

(c) Test convergence of

(1) 2x dx (ii) J.:e"xz x2 dx (6)

x* -1

4. (a) Let (fn> be a sequence of bounded functions on

A c R. Then this sequence converges uniformly
on A to a bounded function f if and only if for
each € > 0 there is a number H(e) in N such
that for all m, n > H(e) then ||[f_-f ]|, < €.
(6.5)

nx
(b) Let f (x) = 755 for x 2 0, n € N. Show that
1+n"x -

the sequence (fn) converges non-uniformly on

[0, ©) and converges uniformly on [a, ), a > 0.
(6.5)

(c) If a > 0, show that lim (J': 2in 4% dx):O. What

n—oo nx

happens if a=0, : (6.5)

5. (a) State and prove Weierstrass M-test for the uniform
Convergence of a series of functions. (6.5)

_ o8 gEmdeiiery Yrddleld |
Hiier X P.T.O.
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(b) Discuss the convergence and uniform convergence
of the series of functions

»(x"+ 1), x#0 (6.5)

(c) If f, is continuous on D c RtoR foreachneN

and Xf, converges to f uniformly on D then show

that f is continuous on D. (6.5)
(a) (i) Find the radius of convergence of the power
series (3)

© n

=

(ii) Define sinx as a power series and find its

radius of convergence. (3)

(b) If the power series Z:zoanxn has radius of

convergence R, then the power series

n+l
also have

o0 — o0
Z na_x"~ and Z
n=l n=0

radius of convergence R. (6)

a, !
n+1

g - o0 n N
(¢) Suppose that f(x)—zn=0 a,x" has radius of
convergence R >0. Then f is differentiable on

(-R, R) and

f'(x)=§_‘“°l°=1 na x"" for |x| <R, (6)

T 'f‘ i 4y e P
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Your Roll No...c.ceauaeen.
Sr. No. of Question Paper : 3116 H
Unique Paper Code : 32351403
Name of the Paper . Ring Theory & Linear Algebra-
I
Name of the Course - B.Sc. (Hons.) Mathematics
CBCS (LOCF)
Semester . - IV
Duration : 3 Hours Maximum Marks : 75

Instructions for Candidates

1.

Write your Roll No. on the top immediately on receipt
of this question paper.

All questions are compulsory.

Attempt any two parts from each question.

(a) Prove that every finite Integral domain is a field.
Give an example of an infinite integral domain
which is not a field, Justify. ‘ (6)

(b) (i) Let F be a field of order 2" Prove that the
characteristic of F is 2,

(ii) Find all the units in Z[i] (6)

(c) Prove that the set of all the nilpotent elements of
a commutative ring form a subring. (6)

Fifer<) FEIdencd P.T.O.
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2. (a)LetRbea commutative ring with unity and A be
an ideal of R then ptove that R/A is an integral

domain if and only if A is a prime ideal of R.
(6)
(b) Prove that Z[i)/<I - i> is a field. (6)
(c) Find all the maximal ideals of Z,, (6)

3. (a) Find all the ring homomorphisms from Z, to Z,,.
(6.5)

b
(b) Let R={[g c} Ia,b,ceZ} and @ be the mapping

a b
that takes [0 CJ to a. Show that
(i) @ is a ring homomorphism
(ii) Determine the kernel of ®@.
(iii) Is ® a one-one mapping. Justify.  (6.5)

(c) State and prove first isomorphism theorem for
rings. (6.5)

4. (a) Let V(F) be a vector space,

(i) Prove that the intersection of two
subspaces of V(F) is also a subspace of
V(F).

(i) Show that union of two subspaces of V(F)
may not be a subspace of V(F). Discuss

Fiferd) wERue gRwEE
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the condition under which union of two
subspaces will also form a subspace of
V(F). (6)

(b) Let S be a linearly independent subset of a vector
space V(F), and let v be a vector in V that is
not in S. Then S U {v} is linearly dependent iff
v € Span (S). (6)

(c) Let u, v, w be distinct vectors of a vector space
V. Show that if {u,v,w} is a basis for V, then
{utv+w, v+w, w} is also a basis for V. (6)

5. (a) Let V(F) and W(F) be vector spaces and let
T: V—>W be a linear transformation. If V is a

finite-dimensional, then

Dim (V) = Nullity (T) + Rank (T). (6.5)

(b) Let T: R2— R* and U: R2 —» R3 be the linear

transformations respectively defined by

T(a,,a,) = (a,+3a,, 0, 2a,—4a,)

U(al,az) = (a; — a, 2a,, 3a,+2a,)

Let B, y be the standard basis of R? and R’

respectively, Prove that
@ [T+UT+[T]; +[U];

(i) [a11g==a[11g for all scalars a. (6.5)

idened iefe: ;.. P.T.O.

Pt § Ak B i, .

(9 2 B A Ol VK A J iy A AL N SIS
ANBLY 8l COLLEGE LIBRARY

s LR &




3116 4

(c) Let V and W be vector spaces. Let T: V> W be

linear and let {W;, W,....;, w, } be a linearly
independent subset of Range of T. Prove that if
S = {V)y Vyser Vi) is chosen so that T(v,) = w, for
i=1, ..., k. Then S is linearly independent.
(6.5)

6. (a) Let T be a linear operator on a finite dimensional
vector space V. Let B and B’ be the ordered basis
for V. Suppose that Q is the change of coordinate
matrix that changes B’ coordinates into P
coordinates, then [T]ﬁ, = Q‘I[T]B Q. (6.5)

(b) Let B, y be the standard ordered basis of P (R)
and R? respectively.

Let T: P,(R) —» R? be a linear transformation
defined by T(a+ bx) = (a, atb).

. Y [-17P . P Y)-l
Find [T]ﬁ, [T ]Y and verify that [T ]Y —([T]B :
(6.5)

(c) Let U: P;(R) — P,(R) and T: P,(R) — P,(R) be
the linear transformations respectively defined by

U(f(x)) = f'(x) and T(f(x))= J‘Oxf(t) dt. Prove that

[UT],;=[U]E[T]§ where o and B are standard

ordered basis of P.(R) and P,(R) respectively.
(6.5)

B! Ty DRIVl rote
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Your Roll No...............
'Sr. No. of Questlon Paper. 4064 = H
‘ Unique_ Pane‘r_ Code R 235,2012401
‘Name of the Paper ~ : Sequence and Series of
' Functions
Name of the (‘Z'onyee. : = BSc(Hons) :Mnthematics
Semesiar : 1 .
.;'Dur'ation : .3» Hours Maximum Marks : 90

_InstruCtions for_ Cnndidates b

s Write your Roll No. on the top 1mmed1ate1y on receipt
of thlS question paper.

2 Atte‘mpt any two parts from each question.

3. All questions are compulsory and carry equal marks.

PN (a) Deflne uniform convergence of a sequence of
functlons (f) defined on A c R to R. If A e R

and ¢: A"—> R then define the unlform norm of

[ Halldeiicdd g:{mqm 9
Kﬁﬁﬁ@ﬂ C@LLE@E LIBRARY . P.T.O.
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¢® on A. Discuss the uniform and pointwise

convergence of the sequence (fy), where

f(x) —)-(—forxe]RandneN

(b) Let (f) be.the sequence of functions defined by

f (x)= v x e [0,1], n € N.
Find the p01ntW1se 11m1t of the sequence (f). Does

(f ) converges unlformly‘? Justlfy your answer.

(c) Sho'w' tﬁat if (-Afrrl) and (g,) are twd <se.q_u_en_ces of
: bounded functions on A c R to R that converge
ﬁniformly fo f and. g': respegtively th_én pfove
that the produc‘t sequence (fngn) converge .
uniformly on A to fg. Givé an exampl»e to show
~ that in gcnei’él the product of two uniformly
convergent sequence may not be uniformly

.convergent.

m%;;éﬁg Wﬁa
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2' (a) Let (f,) be a sequence of integrable functlons 0

[a, b] and suppose that (f,) converges umformly

to f on [a b] Show that f is 1ntegrable on [a; b]

'and .'

n—o

jf_hm f

“(b) Let _fn‘(x)" E e e [o 1] Show that the

: s'_éqﬁ.enc:e (f) of differehtiab_le fUn'Ctioné,COnvefges_
_u‘_rtxifc-)‘r.m.‘ly "t_o a di-ffer“erl'tiab(l’é' functlon f on |
[0, 1.] and that ..tl:le‘ sequence (fn;) ‘conv»erges on
[0, 1] to a .funcvytit)n' g but thé Ac'v(»)nverg'e_nce ié not

~ uniform.

%(A,UNDI C@LLE@&: UBRARV

‘B.TlO,



4064

xl‘l

(c) Show that the sequence (1+x"} does not

‘c0nvevrge aniformly on [0,2].

3 (a) State and prove We1erstrass M-Test for un1form

convergence of series of functlons

(b) Show -that the Asveriesl- ZFISIII(-n—zj 1s"un1form14y

' conv_ergent on [-a, a], a> 0 but is not uniformly

convergent on R.

(c) Discuss the pointwise convergence of the series

of functlons Z - for X = 0'.

rl=12+3x

e e qREa
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4.

5

(a) Let £ be continuous function on D <R to R for

~cachn e N apgq Z:qfﬂ convérges‘uniformIY' tos

. f on D, Prove that f is continubus on D.

| _ coow s cos[x®+1
(b) Sho_w that the series of functions Zn= ( 3 )

n

converges unlformly on R to a contlnuous ,

functlon -

(©) leen the Rlemann 1ntegrable functions

£ ]R—)]R neN suchthat

'-'fn(x)A sm( )for allxeR
A n

- Show that Z -IJ. f x) dx_j‘ Z f (x)dx

thTf“?m‘ _ _i’-' g B Er e
:KA&.&ND? C@LLE‘.Q SO fé«r?jd

GE £

* pagtisia s et iB.rA&Y P.T.O.
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5. (a) Define the radius of'convefgence, and interval of
| convergénce of power series. Check the uniform
¢onvérge‘nce of the following pow'ér series on

NERY

: (b) State and Prove Caﬁchy-Hédamard Théorem.

0

%00

e (e) Suppo’”se-‘that f(x) =Z : a, x" has radius of

n=0
convergence R> 0. Then prove that the series .
© Ap el : . .
: Z _—2—x"" has also radius of convergence R
n=0p +1 : . -

~and for |‘x| <R

KALINDI COLLEGE | o
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6. (a) For cosine function C(x) and sine function S(X)

prove the following :

(i). If fR —> R is such that f'(x) = —f(x) for
x € R then there exist real numbers a and
B such.that f(x) = aC(x) + PS(x) for

xeR.,
(i) If xe R, x>0 then

1»-%){2 SC(X) Sl.—%xzji-—\xﬂ

| '(b') State Abel’s Theorem. Show that

-1 X3' XS' X7

tan x:X—-3+5-‘7 ............. -1<x<1

. ) . orie

n 1 1 . 1 r!f V42
and Z=lontesotiii B

4 + 35 7""5':”;';&1 FRASTINE Bt
phLeLad FAR ST

T o LR ENEENE IR PR S 13 1 [ L O
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(c) Prove that for every Tontinuous fmiction fon [0, 1],
" the sequence-of polyndmials B, f — f uniformly

| ~on [0, 1], where (B_f) is the sequence of

" Bernstein’s polynomials for the function f.

i3
&
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[This question paper contains 4 printed pages.]

Your Roll No.ciiiiaaen.
Sr. No. of Question Paper : 2933 H
Unique Paper Code . 32351601
Name of the Paper . Complex Analysis (including

Practicals)

Name of the Course . B.Sc. (H) Mathematics
Semester - VI
Duration : 3 Hours Maximum Marks : 75

Instructions for Candidates

1. Write your Roll No. on the top immediately on receipt
of this question paper.

2. All questions are compulsory.

3. Each question consists of three parts. Attempt any
two parts from each question.

1. (a) (i) Find and sketch, showing corresponding
orientations, the image of the hyperbola
x2 — y? = ¢, (¢, < 0) under the transformation

w = z2.

z/|z| if z#0

(i) Suppose (Z)z{ 0 if 2=0" Check the

continuity of f at z = 0. Justify your answer.
(4+2=6)

KALINDI COLLEGE LIBRARY
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(b) (i) Determine the points where f(z) = (x3 + 3xy? -
x) + i(y? + 3x%y — y) is differentiable. Is f
analytic at those points? Justify your answer.

P

(ii) Suppose f(z) is analytic. Can g(z)=f(z) be
analytic? Justify your answer. (4+2=6)

(c) (i) Suppose f(z) = e*e. Show that f'(z)
and f"(z) exist everywhere. Hence prove that
f'(z) = 1(z).

(i) Show that log(i¥?) = (1/2) log i.
(3.5+2.5=6)

2. (a) (1) Find all the roots of the equation sin z= 5.
(i) Show that |exp(z?)| < exp(|z?)). (4+2=6)

(b) () Show that sin Z is not analytic function
anywhere.
22° —1

(i) Compute Ilim 5 ;
zo0o 77 41

(5+1=6)

dz
(c) Evaluate J.c?’ where C is a positively oriented

circle z = 2¢® (-n < 0 < n). (6)

3. (a) Let f(z) = m exp(nZ) and C is the boundary of

the square with vertices at the points 0, 1,1 +1
and i; orientation of C being in the anticlockwise
direction. Parametrize the curve C and evaluate

Icf(z)dz. | (6)

B TRifderery
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(b) Let C denote a contour of length L and suppose
that a' function f(z) is piecewise continuous on
C. If M is a non-negative constant such that
[f(z)] £ M for all points z on C at which f(z) is

J.Cf(z)dz

(c) If a function f is analytic at a given point, then
prove that its derivatives of all orders are analytic
there too. (6)

<ML, (6)

defined, then prove that

4. (a) State Cauchy integral formula and its extension.

Evaluate § —41——{—1—3dz, where C is the circle
Cz" +2iz

z| = L. (6)

(b) Show that if f is analytic within and on a simple
closed contour C and z; is not on C, then

Je £, - Je (—f(zl?dz ©6)

Z—ZO Z—ZO)

(c) State and prove Fundamental theorem of Algebra.

(6)
5. (a) Find limit of the following sequences as n —

|
(1) anl—l?'i'l (n=1,2)°-")

-N"
(i) Wp =—2+i( n2) (n=1,2,...) (3+3.5)

Ffrd) AEfdener qRawTerr ~_P.T.O.
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. z+1
(b) Represent the function f(z)=;_—1.
(i) by its Maclaurin series and state the domain

where the representation is valid,

(ii) by its Laurent series in the domain
1 <|z| < . (3+3.5)

(c) Find the residue at z = 0 of the functions :

(i) (ii) z cos(1/z) (3+3.5)

74272

6. (a) State Cauchy Residue Theorem and use it to

evaluate the integral of 22 around the circle
z

|z| = 2 in the positive sense. (7

(b) Show that the point z = 0 is a pole of the function
z(e*—1). Also find order of the pole and
corresponding residue. (7)

(c) In each case, write the principal part of the function
at its isolated singular point and determine the
type of singular point with full explanation :

2
(i) e (ii) % (3.5+3.5)
Z

= eSS
BRI I E LT e e—
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‘ Yﬂur ROIl NO.‘-ccéoood oooooo

Sr. No. of Question Paper : 3070 H
Unique Paper Code 32357609

Name of the Papeij . Bio-Mathematics

Name of the Course , B.'Sc. (H) Mathematics
‘Semester RPN T4 |

Dura't‘ion 03 Houré ~ Maximum Marks : 75

Instructions for Candidates

1. Write your Roll No. dn the top immediately on receipt
B of this question paper.

2.  All the six questions are ”corripulsory.- |
3. Attempt any two parts from each question.

4. Use of Scientific Calculator i{s\.allow.ed.

1. (a) Observations on animal tumours indicate that their

sizes obey the Gompertz growth law %f- = ksm(E)
s

rather than the logistic law. Here k' and B are

Fifar aEfdenad RIdTed
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A% 0

'positi\}e constants, By putting y = In(s), prove that

, Lin | .
s(t) = Be-Ac™, where A =1n(s~] 58, being the size
0 £ ;

at t = 0 Deduce that, in Gompertz growth, the -

- size moves steadily from its 1n1t1a1 value to an

eventual value. | ’ ' . (6)

)
(b) Determine the rest states in- the Volterra Lotka

~model of predator prey interaction,

}'Ie're,l X is the predator density and Y the prey

density. If predator and prey are present in steady

~ state, show that the coefficients a, b, ¢, e and f

must satisfy the constraints %> %, c#0. (6)

(c) Describe the epidemic model and show that

population returns to equilibrium after the small

departure from the equilibr{um . - (6)

Ebl’r?ﬂ“ qirrﬁjam HW

| SO Lmts.)! t3tof] *Lu., LIBRARY
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2. (a) DlSCUSS the nature of equrlrbrnlm pomt and draw
the trajectorles in the phase plane for the following

system :

/

X = X + 3y, y — —3X P y ‘ (6.5)‘ |

(b) Transform the second order d1fferent1a1 equatlon
into flrst order system and examine its equ111br1um |

points
 X+2bk+ax=0,
- where a .and b are cor‘lst‘ants ahd- az0. _(6.5)
(c) What 1is stable and unstable ~1irnit’cycle? Give an
example of a limit cycle. State limit cycle criterion

and Poincare_—Bendixon Theorem. What is the

trapoing region?_ oyl : \ (6.5)

3. (a) Describe a full phase plane analysis of the model

- |ERIGR Sfﬂcmda ¥
KAUND! bﬁuﬁﬁﬁ LIBRARY P.T.O.
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4

Here X represeﬁts muscle fibre length, u denotes
the control variable for pacemaker; (b,, X,) is
the rest state, b is for control variable, t is the

time, x, is the systolic state and T denotes the

tension. , (6)

(b) Solve the ordinary differential equation

El-X=—yy_+u, O<y<%

Cdt -

to obtain the period T of periodic state y which
characterizes the pacﬁe.maker. Assume that 0 <y <1,
such that wh'en' y = 1, the pacemaker' fires and -
y=20, it .j_umps back.,Here, it 1s the control vanable.

(6)

(c) Consider the system of differential equations

XZ“—XZ’ }"=“y,

- here N is any real constant.

Show that this system possesses saddle-node
bifurcation. (T -~ (6)

Ffer wEIfdanay e
KALINDI COLLEGE LIBRARY
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4. (a) Show that the iteration scheme x_, = 1 — px, (1 -
X,) has a stable fixed point x, = 1 for p<1 and
that p = 1 jg 4 bifurcation point where the fixed
point X, = |/ ‘appears. Show that the period
doubling occurs as soon as p exceeds 3. (6.5)

(b) Show that
x=pux(2y-1),
y=p-y(2x+1),

“has an equilibrium pbi'nt, which is a stable node
for 5 < p <1 and a stable focus for p > 1. Prove

that. u =‘—;— is a _bifurcation point. (6.5

(c) Define bifurcation and bifurcation point. Explain
| pitchfork bifurcation, saddle-node bifurcation and

Hopf-bifurcation using diagrams. (6.5)

5. (a) Let M(a)), M(aé) be two Jukes-Cantor matrices
with parameters a, and a, respectively. Show that

_-their product is again a Jukes-Cantor matrix with
parameter a,. Also, give a form,ula'fo_r o, in terms -

of{oc-1 and a,. AT | (6)

aifer<] weEfdenaa RABTATD
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(b) Define root and a bifurcating tree. Draw’ all the
three topologically distinct unrooted bifurcating

trees that could describe the relationship between

4 taxa. k& Sl (6)

(¢) If D and d denotes thev alleles for tall and
| dwarf plant and if W and w dehot_es the al’leles
for rou‘n.d.'and‘ wririklled. seed, then for the
cross DdWw x ddWw bbmputé'the follqwing '

probabilities :

.(ij The pfobability of a tall p»la'nt with wrinkled

seeds.

(ii) »Th“e probability of a tall plant with round
seddn; e ST e ()

6. (a) Frorﬁ the given d-istance table, construct a roote'd
tree showing the relationship between S1,52,S3
and S4 by UPGMA. ‘

@I A gEiad Q@i
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ST [s2|s3 | o

S1 | Ti1z2[09 [ 17

52 . 11| 19
;_ 83 | | T (6.5

(b) In mice, an allele A for agouti- or gray-broWn,
g’riziled fur 'is dominent over the allele‘a which
determlnes a non- agoutl color If an Aa x Aa

- cross produces 6 offsprlng, then

(1) What is the probahility that exactly 5 of 6

', offspﬁng have agouti fur?

(ii) What is the probability that more than half
of 6 offspring have agouti fur?

(6.5)

(€) In pe”a plants, let Y denotes the domlnant allele
for yellow.seed.andy; the regesst allele for green
seeds P denote the dommant alle]e for purple
L e g qRETerd.
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flowes and p the recessive allele for white
flowers. Draw the Punnett square for the cross,

YyPp x yyPp. Also, find the different genotypes

and distinct phenotypes. (6.5)

o o R . ——r
N 's_ 3 ,.,T.——!—., "«—"\,,} ﬁ(",‘ '1‘{ s ‘-W
g} ﬁ:s <) hP

KALWNDI COLLEGE LIBRARY

(3000)



" [This question paper contains 8 printed pagﬁes.]

-~ Your Roll No......... e

. ‘Sr. No. of Question Paper : 3072 | H
Unique Paper Code 32357615
Name of the Paper - ¢ Introduction to Information

Theory and Cdding

Name of the Course . B.Sc. (H) Mathematics
Semester s s VT i
Duration : 3 Hours s Maxinium Marks : 75 -

Instructions 'for',Cahdidates

1. Write your Roll No. on the top immediately on receipt
of this question paper. s

2. This question paper consists of six questions in all.

3. All questiohs are co’mpul’sory.,

4. | Only two pdrté have to be attempted in each question.

5. All questions have an equal W_eightage.

6. Non-programmable scientific calculator and statistical

tables are allowed.

mr%zﬂqgﬁamgwatﬁm , |
KALINDI COLLEGE LIBRARY  P.T.0.



3072 o B

1. (a) Define the entropy of a simple binary source. An

alphabet consists of four letters A, B, C, D with
respective probabilities of transmission 1/3, 1/4,

1/4, 1/6. Find the entropy associated with the

transmission of a letter.

(b) Ver'ify the rule of additivity of entropies for the

following probability scheme

 with input probabilities as

'P(A)=l, P(B)ﬁ, P(C):é, P<“)=%-

rj_)‘, !

¢4
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(c) Let X, Xypeisy X.; be dyaWn according to p(xi, Xpseeés

X,). Then prove that

3 . o "l |
H(X1}X2; -.-,Xn) = Z H(Xi |Xi-1, Xi-z, voe ’Xi)'
| i=1 '

)

2. (a) A transmitter has an alphabet consisting of
five. letters {xl,lxz,x;,x‘,,xs}l. and the receiver has
an a‘lphabet of four lettérs {yl;yz,y3,y4'}. The
joint probabillitie‘s for the communication are given

as o

V1 Y2 Y3 . Va
. X1 [0.25 0 S |
X2 10.10 030 O 0
%z | 0 005 010 0
10 0 005 0.10
Xs Lo 0 0.05 0 -

Verify the relation H(X,Y) = H(Y) + H(X[Y).

. B e, T i s, s i
e g U
‘ H

v—y[ -.'\.~
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(b) A binary: channe

characteristic

2/3 1/3]
1/3 2/3

If the input symbols 0 and 1 ar_é'transmitted with

respec-:tivé»prohbabilities,of 3/4 and 1/4,.verify the
' re;sult: R .
H(X) — HX[Y) = H(Y) — H(Y[X)

(c) Show that the entropy function H(p,, p,s--- p,) 1s
continuous in each and'ev'ery independ‘eni variable

p, in the iIlterV‘élf 10, 1]."

3. (a) A discrete source transmits messages [A|, A,, A,]
with respective probabilities [1/2, 1/4, 1/4]. The
source is connepted to the channel given as

follows :

aaﬁ#%&‘ﬁ%ﬁﬁ%naﬁzggaQﬂsnz
%(A LINDI COLLEGE LIBRARY

| has the following noise
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Determine H(A), H(B), I(A;B) and the channel

capacity. S
(b) Consider two random variables X and Y with a
joint probability mass functioh p(x, y) and margiriai
probability mass functions p(x) and p(y). Define

the mutual information I(X;\Y) and prove that

10X Y) = HEO + HY) - HX, V).

(¢) Define the log'sum inequality and prove that D(pl|q)
is convex in the pair (p, q).
- R 4»*3‘T2]
@t
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(a) Describe a linear block code and clearly state the
meanihg of each parameter used there. Define
the generator matriX G and the Parity check matrix
~H for a given linear block code. What is the
relationship between G and H?

; »} |
(b) Show that every generator matrix G of the dual

code Ct is a ,pafity check matrix H of C.

(c) Defme Binary symmefrlc channel Let C be a
blnary [3, 1, 3] linear code Wlth a Bmary Symmetric
~ Channel W1th cross—ove: probability p = 0.4. The
decoder is'defined as a function D: {0,1}} —» C
such that D(001) = D(010) = D(100) = D(000) =
000 and D(Oll)'= D(101) = D(110) = D(111) =
111, :

Find P__ (the decoding error probability of the
decoder D) up to 4 digits of decimal.

PEAY
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5. b | »
(a) Define Syndrome for an n-tuple vector. For a linear

code C, show that y, and y, are in the same row
of the standard array for C if and only if

syndromes of y, and y, arc equal.

v Y
(b) Let C = [5,2,3] be a linear block code GF(2)

with generator matrix G =

S O -
S = o
—_ o o

1
0
1

=
»
L]

Co‘nstruct a standard array using- the due

~procedure. Is standard array thus obtained unique?

(c) Find g.c.d:(x* + x* + x> + x2, 'x? + 1) by using

Euclidean algorithm.

6. <(a)' State and prove the singleton bound theorem.

(b) Consider a linear code (2™ —1, k, 5) of i

distance 5 over F = 'GF('Q). What could be (he

‘maximum value of k? Determine.

T QT
KALINDI COLLEGE LIBRARY
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(c) What are perfect codes? Con51der the [n n-—m,

3] Hammmg “code over GF(q) where q > 1 and

- n = (q®—1)/(q—1). Is this code perfect‘7 )

AgTerd
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1. (a) State and prove the Division Algorithm for F[x],

where [F is a field.’
(b) State and prove Eisenstein’s Criterion.
(c) Let F be a field and
I = {a, +.a1x + a,x? +-+ + ax"a; € F,

i=0,1,2,..,nand Y a;=0}. Show that I is an

ideal of F[x] and find a generator of I.‘
(6,6,6)

2. (a)Let F be a field and p(x) e F[x]. Prove that
<p(x)>, is a maximal ideal in F[x] if and only if

p(x) is irreducible.

(b) Prove that every Euclidean Domain is a Principal

Ideal Domain.

(c) In the ring Z[\/g] , show that the element 1+./5

is irreducihle but not prime. - (6.5,6.5,6.5)

Frferel gerfReid yeddiery T
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3. (a) Let V = R? and define f,,£5,f, € V¥ ds follows :

fi (x,y,z) = % —é—y, fz(x,y,2)=%}’, &

f,(x,y,2)=—Xx+z

Prove that {f f,} is a basis for V* and

1° 29
then find a basis for V for which it is the dual

basis.

(b) Let V = P,(R) and T(f(x)) = f(x) + f(2)x.
Show that T is a linear operator on V.
Further, find the eigenvalues of T and an

ordered basis B for V such that [T]; is a diagonal

matrix.

(c) Test the linear operator T:C?> — C3,
T(z, w) = (z + iw, iz + w) for diagonalizability and
if diagonalizable, find a basis B for V such that

[T], is a diagonal matrix, (6,6,6)

. ::Hh ¢zg§$EE$3
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4. (a) Let T be a linear operator on a finite dimensional
vector space V and let W be a T-invariant
subspace of V. State relationship between the
characteristic polynomial of Ty, and characteristic
polynomial of T. Verify that relationship for the
linear operator T: R* — R* T(a,b,c,d) =
(a+b+ 2c — d,b+d, 2c—d, c+d) and the T-
invariant subspace W = {(t,s,0,0): t,s € R} of
V.

(b) State Cayley-Hamilton theorem for an
n-dimensional vector space V and use it to prove

Cayley-Hamilton theorem for matrices.

(c) Let T be a linear operator on a vector space Land

let A, A,,...., A, be distinct eigenvalues of T. For

each 1 1,2,..., k, let S, be a finite linearly

independent subset of the eigenspace E,. Then

prove that S =S, U S, U -+ U S, is a linearly

Kﬁ\uwm COLLEGE LIBRARY
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independent subset of V. (6.5,6.5,6.5)

5. (@) () LetV = M,.,(C) together with the Frobenius

inner product given by

<A, B> = tr(B*A) for all A, B € V. Let

1 2+i 1+i 0
A=|: l:| and Az{ 4.-1 } Compute

3 1 1 —1

<A, B>, ||All, |[B| and ||A + B|. Then, verify
both the Cauchy-Schwarz inequality and the

triangle inequality.

(11) Provide a reason why <(a, b), (¢, d)> = ac—bd

is not an inner product on RZ2

(b) Apply the Gram-Schmidt process to a subset
= {sin t, cos t, 1, t} of the inner product

space V = span(S) with the inner product

- 4 e 1 e WE
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<f, g> = j;f(t)g(t)dt to obtain an orthogonal basis

for V. Then, normalize the vectors in this basis to
obtain an orthonormal basis B for V and compute
the Fourier coefficients of the vector h(t) = 2t + |

relative to f.

(c) Prove that an orthogonal subset of a finite-

dimensional inner product space V can be
extended to an orthonormal basis for V.
Hence, or otherwise, prove that for any
subspace W of a finite-dimensional inner product
space V, dim(V) = dim(W) + dim(W+).

(4+2,6,6)

6. (a) Let T be a linear operator on a complex finite-

dimensional inner product space V with an adjoint

T*. Prove that

R AEfaan g
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(1) T is self-adjoint if and only if (Tx,x) is

real for all x e V.

(i) If (Tx,x) = 0 for all x € V, then T = T,

the zero operator on V.

(b) (i) Show that the reflection operator on R? about

a line through the origin is an orthogonal

operator.
0 1
(ii) Show that the pair of matrices A={-1 0 0
0 0
1 0 0
and B=|0 1 0 | are unitarily equivalent.
0 0 -1

(¢) (i) For the set of data S = {(-3,9), (-2,6), (0,2),

f

KALINDI COLLEGE LIBRARY 1
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(1,1)} use the least square approximation to

find the line of best fit.

(ii) For V = R? with the standard inner product
and a linear operator T: V — V, given by
T(a, b) = (2a+D, a—3b) for all a, b € V,
evaluate T*(3,5).

(4+2.5,3+3.5,4+2.5)

&ifci- SRR N 1\\14”{ il

-

KALIND! GOLLEGE LIBRARY

(2000)



[This question paper cl:ontains‘ 8 .printec“i pages.]

Your Roll No..ccccoeeiaanss

Sr. No. of. ‘Questio.ll Pap_ef : 3181 L | H
Unique .Paper Co;ie » : 32357608
Name of Ath»e Paper : Me{chanics '
Name o‘f the Coursé' e : B. Sc (H) Mathematlcs
L mCBCSLOCF
Semester | o R : VI'
Duration : 3 Hours . ‘lMax.imum Marks : 75

Instructions for Candidates -

1. Write your Roll No. on the top immediately on receipt

of this qu.e'stion paper.
2 0 ALL QUESTIONS are ‘compulsory.
3.  Attempt any TWO PARTS from each question.

4, Marks are 1ndlcated

e weidErerg. gmrazr

KALINDI COLLEGE LIBRARY |
P.T.O.



3181 L 2

1.~ (a) Find the moment of 'fo‘rc‘es,' about’ the pbint A in
the Figure 1. ‘ Vol (6.5)
- R=35h

Peovcen § _ 5

: B g ft
Figure 1  -
(b) Find the vnilloment of the couple in the figure 2.
- : . (6.5)
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(c) Reduce the system of forces by a resultant’ force |

and a couple at the point A in the Figure 3.
i (6.5)

Figure 3

2. | (é) A rod of 30 kg. is lying against a rough wall on |
a smboth h.orizontall sﬁrface. Altkthe contact point
oﬁ the sinddth surface, a horizontal force is applied
to stop the ladder from siipping. If the coefficient
of ~st'at»ic friction at wall is 0.2, then find the
minimﬁm horizontal force applied at tfxe smooth

surface. ' ,, (9]
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(b)'Fi_nd the force P needed to cause impending motion
of the block in the Figure 4. ’ ~(6)

5 :Figure 4

(c)‘Find fhe. centroid of _thé shaded vfegic')_n in the Figure'

Figure 5

wfo<) weReers qeaeT
or RIS Ea A
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31

£

"4F'igure‘ 6

(a) Find the centrmd of the solld in the Flgure 6\

(6 5?

(b) Find the volume and the surface‘ area of the solid

made by revolving the shaded area 360° about the

z-axis in the figure 7.

wiferS] HETdenery qedasieny

!{ALWDJ COLLE

GE LIBRA Y

(6.5)

Figure 7
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: ~ (c) Find the moment of inertia for the shaded region

about the y-axis in the Figure 8. (6.5)

- Figure 8

4. (a) Find the first _mo‘me'nts\ of fhg area under the

pafabollla y2 - .4}(7 and x= 1, y=0. (6)

9 4

(b) What are the second moments of area of t.he\

Ar
2: 0 2 .
; L4 5 | y
ellipse — +——b2 =1 for reference xy? . (6)

2;},"\‘%“-‘1’:‘; » m ! e T
“HetSl Helldenay g

& i ,v,',; _, s ‘ l‘:}
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L)y o ~ circle.
. (c) Show that the centroid of area urtder a seml .

: | : | . 4r
in. the first quadrant centred at (1,0) 18 (r,;;) :
| (6)

where r is the radius of circle.

. (3) A uniform ;’cylinder of ra‘dius 1 m.and of weight

100 1b rolls down: a 30° incline without slipping.
What is the speed of the: centrehne after it has
moved 20 ft? g LR (6.5)

(b) Determme whether the followmg force field is :

conservatlve or not

= (z sinx + y)1 + (2yz + 4X)J + (y2 +5 cosx)k 1b.
| | ‘ (6. 5)

- (¢) A chain of total length L is released from rest on

a smooth horizontal support to fall down.
Determine the veloc1ty of the chain when the half
of the length moves off the horlzontal surface.

Neglect the friction. = . ) - (6.5)

" (a) Show that derivative of a vector fixed in a moving

reference 1s E{Z— S{@XAYXA+ O XA, (6)

" KALINDI COLLEGE LIBRARY  p 1 o
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; (b) A body is dropped from rest, determine the time

required for it to acquire a velocity of 32 mt/Sec. - |

(6)

(c) Define Translation and Rotation of rigid bod_iés.

- (6)

@) R T ’E‘ﬂiﬂa q
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1. (a) If x and y are vectors in R®, then prove that
x .yl < Il Iyl Also, verify the same for the
vectors x = [4,2,0,-3,—-1] and y = [1,4,-1,0,2] in

R3. -
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(b) Using the Gauss — Jordan method, find the

e‘omplete solution set for the following non-

homogeneous system of linear equations :
2x, + 4x, — Xy = 9 |
3%, — xz Fr9Xa =9

- 8x, + 2%, + 9%, = 19

(c) Defme the row space of a matr1x Also determme
Whether the Vector V= [7,1,18] is in the TOw space

of the followmg matrix :

3,565 2

A=|2 10 -4
2 -1 4

If so, then express [7,.1,1'8]' as a linear combination -

of the rows of A.

&W t{ﬂﬁ:r@n\,.,}
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2. (a) Define the rank of a matrix.‘Consider the matrix: :

G
A=|2 -1 3
| 5 -4 3

Using rank of A, determine whether the
homogeneous system AX = 0 has a non-trivial
solution or not.

k (B) Consider the matrix :
A - :

>

U2
PN
FO N
o A

'(i') Find the eigenvalues and the fundamental

eigenvectors of A.

(i) Is A diagonalizable? Justify your answer.

oNE ‘q" 1 X ".'g“-,f?‘,’i*} ‘4 "~‘;‘*r~“3w
]
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(c) Find the quadratic equation of the form
y = ax? + bx + c that passes through the points

(=2,20), (1,5), and (3,25).

3. (a) () Let ¢ be a family of subspaces of a vector -

space V and l’e‘t W denote the intersection of

subspaces in C. Prove that W is a subspace

of V.

(i) Let F be any field. Prove that W = {(a,, a,,...,
a) e F'|a,+a,+ a_ =0} is a subspace of

F".

' (b) Let W, and W, be subspaces of a vector space V.
Prove that V is the direct sum of W, and W, if
and iny if each vector in V can be uniquely written

as x; t X, where x, € W, and x, € Ww,.

(c) (i) Show that if S, and S, are arbitrary subsets
S GE o veetor space V, then

Bl TR Qeicprc, .
- ALIMDI GOULEGE Liaragy
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span(s, A S,) c spah(Sl) N span(Szl).

Give an example in which span(S; N S,) and

span (S,) N span (S,) are unequal.

(i) Does the polynomial —x* + 2x2 + 3x + 5
belong to span (S), where

S = {x3 + x +1, x3-2x2+ 1, x2+x + 1)
4. (a) Let S be a"lihearly independent subset of a vector
space V, and let v be a vector in V that is not in

S. Prove that S U {v} is linearly.dependent if and

only if v € span(S).

]e A% la,b,c € F} and
c a |

0 av ‘ o :
WZ:{(—a b)eVla,be‘F}.-

‘Find a basis for the subspaces W, W, and

M
(b) Let V = M,,,(F), W, ={[

W, W, Also, find the dimension of each of
them. | A
Fifard) weEndarer Rl
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(c) Let W be a subspace of a finite dimensional vector

.space V. Prove that W is finite dimensional ‘and

dl‘m(W) dim(V). Further, if dlm(W) dim(V),

then show that V=W.

- (a) Let V and'W be two finite dimensional - vector
‘spaces and let" T: V. = W be a linear
transformatlon. ‘Then prove that

nullity(T) + rank(T) = dim(V)
Also, prove that if dim(V) < dim(W), then T cannot
be onto. W |

(®) Let T: RS > R? be defined by T(a; a,, a,) =
(-2a, + 3a,, a, + 2a)— a3) with B = {(1,-3,2),

(-—4,13,—3), (2 "—3920)} and Y = {(_2’_1)’ (533)}

Compute [T]V Is T one to one?

(c) Let L R? — R3 be a linear transformation defined

by
aﬂ‘i’(\ﬂ("i‘) 'L( qut—m 0 f“' *‘)}*;THA
WNP‘ COLLEGE LIBRARy



REA083 . L e

[ uy + Uy
Ll uy |=| uj+u,
U3 112"'113

Find bases for null space N(T) and range space
R(T). Also, verify the dimension theorem.

(a) Let V and W be finite dimensional vector spaces
nw1th ordered basis B and y respectively. Let

~ T:V — W be a linear transformation. Then prove
that T i 1s invertible if and only if [T]Y 18 1nvert1ble
Furthermore [T- 1]l3 = ([T] )‘

~ (b) Let V and W be finite dirnensional vector spaces
and let T: V> W be an isomorphism. Let V be
A subspace of PV %

(i) Prove that T(V,) is a subspace of W. :

(ii) Prove that dim(V,) = dim(T(vo)).

(c) For the adjoining graphic, use homogenous co- }

~ ordinates to flnd the new vertices after performing
scaling about (8 4) with scale factors‘of D in the
x-direction and '/3 the y-direction.

e T Yy

P.T.O.
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12 ¢ (8, 11)
11

1

ot (5.9)

{5, 4) (11, 4)

-

[ 2

[} i i o

012345678 9101112

Also, sketch the final figure that would result from

this movement.

»(3b00)
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Sr. No. of Question Paper : 4121 Pl H
Unique Paper Code 2352011202
Name of the Paper : CALCULUS - DSC 5
.Name‘of the C.ourse -+ B.Sc. (H) Mathematics
| UGCF-2022
Semester : PR | |

Duration : 3 Hours ' Maximum Marks : 90

Instructions for Candidates

1. Write your Roll No. on the top immediately on receipt
- of this questlon paper.

2. Attempt all questlons by selectlng three parts from
each question. % \

3. All questions carfy equal marks.

4. Use of Calculator is not allowed.

1. (a)If f: A — R and if ¢ is a cluster point of A then
prov_e‘that f can have only one limit at ¢.  (5)

(b) Use € — & .definition of limit to establish the
following limit : , (5)

I xX+5
xlT12x+3

I T « - IP.T.O.
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(c) Determine whether the follawing limit exists in R

lim sgn sin (i) , | (5) |

' x-’O

'(d)LetAc:R letf’g,h‘A—»R and let ¢ € R be
cluster pomt of A. If f(x) € g(x) £ h(x) for all

X € A x # ¢ and if lim f = L = lim h, then show
xX=C xX=C

that hm g = L ‘ : : (5

xX-C

2. (a) State and ,prove séquential,criterion for continuity.
il o ety (5)
(b) Let f: R — R. be defmed as .

1 if x is rational
f (x) '{0 if x is u'ratlonal

Show that fis d1scont1nuous at every X in R.
_ o (5)
(c) Let f and g be contlnuous real-valued functlon on
(a, b) such that f(r) = g(r) for each rational number
T in (a, b) then prove that f(x) = g(x) for all

x €(a,b). . RS (5)
(d) State Intermediate Value Theotefn.. Show that
x = cos x for some x in (O,g—). 2 | ()
3. (a) Prove that every continuous function defmed ona
closed lnterval is bounded therein. ()

KALINDI cox.u-.ce; LinAM Jas T
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(b) If £ is uniformly continuous on a set S and (s_) is
a Cauchy sequence in S, then prove that (f(s)) is
a Cauchy sequence., (5)

(c) Show that the function f(x) = —17 is not uniformly
; X :

continuous on (0,1) but it is uniformly continuous
on [a, o) where. a > 0. (5)

(d) Let f(x) = x2 sin- for x = 0 and f(0) = 0. Show

X
that f is differentiable on R and also show that f’
is not continuous at x # 0. (5)

4. (a) Let f be defined on an -bpen interval containing Xx,.
If f assumes its maximum or minimum at x, and

if f is differentiable at x, then show that f'(x,) = 0.

i )

(b) State Intermediate Value Theorem for derivatives.
Suppose f is differentiable on E and f(0) =0,

f(1)=1, f2)=1.

A -1
- (i) Show that f'(x) = 3 for some x € (0,2).
(ii) Show that f'(x) = s for some x € (0,2).
e )
(c) Show that ex < e* for all x € R. (5)
i) T YA s

KALINDY COLLEGE LIBRA RY
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(d) Suppose f is differentiable on R, 1'< f'(x) < 2 for
x € R, and f(0) = 0. Prove x < f(x) < 2X for all
x 2 0. | | ‘ (5)

5. (a) Let f be differentiable function on an open interval
(a, b). Then show that f is strictly increasing on
(a, b) if f'(x)>0. (5)

(b) If y = sin”! x, prove that | (5
(1-x¥)y,., - @n+Dxy,,, — n2y = 0.

(c) If y=[x+\/1+f(2‘.]fry,l,»fin.d y,(0). (5)

(d) S,tate_ Taylbr’s theorem. Find Taylc')ri series
expansion of cos X. | TR IR 5)

6. (a) Find all values of k and 1 such that

liml<:+co’slx__4 : .
x—0 : x2, 1 ( )

(b) Determine the 'position and nature of the double

points on the curve : (5)

y2' = (x=-2)%(x-1).

(c) Sketch a graph of the rational function showing
the horizontal, vertical and oblique asymptote (if

1

any) of y = x? — = ' (5)
(d) Sketch the curve in polar coordinates of
r=cos 20. | ' (5)
Geiravadl ATag FR e PP L ‘ S B (3000)
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Your Roll No.......c........
Sr. No. of Question Paper: 4159 H
Unique Paper Code : 2352011203
Name of the Paper ¢ Ordinary bifferentia] Equations
Name of the Course : B.Sc. (Hons.) Mathematics —

DSC

Semester - 11
Duration : 3 Hours Maximum Marks : 90

Instructions for Candidates

1. Write your Roll No. on the top immediately on receipt
of this question paper.

2. Attempt any two parts of each qhestion.
3. Each part carries 7.5 marks.

4. Use of non-programmable Scientific Calculator is
allowed.

1. (a) Solve

{y2(x+ +yldx + 2xy+1)dy =0

KELIND! cOLLEGE LIBRARY  p 10
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(b) Solve the initial value problem

dy

x.__
dx

y=y2 log x, Y(1)=2

(¢) () Solve

(y sec’x + secx tanx)dx + (tanx + 2y)dy = 0

(i) Solve by reducing the order y” = (x + y’)?

2. (a) Suppose that a mineral body formed in an ancient
cataclysm originally contained the uranium 1sotope
28U, (which has a half-life of 4.51 x 107 years)
but no lead, the end product of the radioactive
decay of 28U, If today the ratio of 23%U atoms to
lead atoms in the mineral body is 0.9, when did

the cataclysm occur?

(b) Upon the birth of their first child, a couple
deposited Rs. 10,000 in an account that pays
8% interest compounded continuously. The

KALIND! SOt L EGE LIBRARY
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interest payient is allowed to accumulate. In how
many years will the amount double? How much
will the account contain on the child’s 18

birthday?

(¢) A roast initially at 50°F, is placed in a 375°F oven
at 5 pm. After 75 minutes, it is found that the
temperature of the roast is 125°F. When will the

roast be 150°F?

3. (a) Show that the solutions ex,.e‘x,- e 2* of the third

order differential equation

3 2
LR AR L APE
dx? dx? dx

are linearly independent. Find the particular solution

satisfying the given initial condition.
y(0)=1, y'(0)=2, y"(0)=0

wifer<, AEdaTeTa ey, |

2N
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(b) Solve the differential equation using the method

of Variation of Parameters

2
Y 4 gy = pe

dx?  dx

(c) Find the general solution of the differential equation

using the method of Undetermined Coefficients.

42
—}—,+9y 2cos3x

dx?

4. (a) Use the operator method to find the general

solution of the following linear system

dX dy
+—-2
dt A X —4y= e
dx dy At
— 4+ 2L _y=
dt dt y=¢e
gl GidaTe g‘?‘i«f‘?‘g;zvrém

ot et o S O 2 s 3
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(b) Find the general solution of the differential

equation. Assume x > 0.

2
2 d%y dy 5
X +X—-—y=72
dx? dx y X

: 1
(c) A body with mass m = 3 kg is attached to the end

of a spring that is stretched 4m by a force of
20N. It is set in motion with initial position
X, = lm and initial velocity v, = —5m/s. Find the
position function of the body as well as the

amplitude, frequency and period of oscillation.

5. (a) Develop a model with two differential equations

describing a predator-prey interaction.

(b) Define equilibrium Asolution of differential equation.

A model of a three species interaction with two

SIERI IS Ea T T
K&me L@LLE@& LIBRARY “P.T.O.
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,"/
predators that compete for a single prey fooq
source i8S
dXx dy _ dz
E? =aq, X — b XY = ciXZ.'a-t‘ = a XY = bzyf-&? = a3XZ — b7
where a,, b, ¢, for i = 1,2,3 are all positive

constants. Here X(t) is the prey density and Y(t),
Z(t) are the two predator densities. Find all possible

equilibrium populations.

(c) Suppose a population can be modeled using the

differential equation

X _ 52X -0.001X>

dt

with an initial population size of x, = 100 and a
time step of 1 month. Find the predicted population

after 2 months.

P <1 P gy g “:_/ o o Lot SRR e yers g
(‘I);; MG ! "'i & ': ’\ k¢, :J‘ i ades x:‘ 3.‘;’; J
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6.

(a) The Earth’s atmospheric pressure p is often

d .
modelled by assuming that -(-12 (the rate at which
X

pressure p changes with altitude h above sea level)
is proportional to p. Suppose that the pressure at
sea level is 1013 millibars and that the pressure at
an altitude of 20 km is 50 millibars. Use an

exponential decay model

dp
£k
dx P

to describe the system, and then by solving the

equation, find an expression for p in terms of h.

Determine k and the constant of integration from

the initial conditions. What is the atmospheric

pressure at an altitude of 50 km?

(b) Discuss Phase Plane Analysis of predator-prey

model. )
3 Y i) bR u-‘(".l U

Frfardl BE )
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(c) A large tank contains 100 litres of salt water,

Initially s, kg of salt is dissolved. Salt water flows
into the tank at the rate of 10 litres per minute,
and the concentration c,,(D) (kg of salt/litre) of
this incoming water-salt mixture varies with time.
We assume that the solution in the tank is
thoroughly mixed and that the salt solution flows
out at the same rate at which it flows in: that is,
the volume- of water-salt mixture in the tank

remains constant. Find a differential equation for

the amount of salt in the tank at any time t.

@il L0 g e qeplad
KALINDI COLLEGE LIBRARY
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Your Roll No...i.ccueuennnn
Sr. No. of Question Paper : 5037 H
Unique Paper Code 2352201202
Name of the Paper : DSC: Analytic Geometry
Name of the Course : Bachelor of Arts
Semester : 11
Duration : 3 Hours Maximum Marks : 90

Instructions for Candidates

1.

-

Write your Roll No. on the top immediately on receipt

of this question paper.
All questions are compulsory.

Attempt any two parts from each section.

All questions carry equal marks.

(a) Show that the equation of the parabola with
axis y=0 and passing through (3, 2), and (2, -3) 1s

¥ = =5 (x—lsgj. Also sketch the graph.

KAU&@@! QQLLE@E L%BRARV P.T.O.
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(b) Identify and sketch the curve

Ox2 + 4y? — 18x + 24y + 9 = 0.
(c) Describe the graph of the equation
x2 — 4y?2 + 2x + 8y - 7 = 0.
2. (a) Find the equation of the parabola that has its vertex

at (1,2) and focus at (4,2). Also, state the
reflection property of the parabola.

(b) Identify and sketch the curve 3x? + 2xy + 3y2 = 19.

(c) A box is dragged along the floor by a rope that
applies a force of 50 1b at an angle of 60° with

the floor. How much work is done in moving the
box 15 ft?

3. (a) Express the vector v as the sum of a vector
parallel to b and a vector orthogonal to b where

V=-2i+]+6k, b=-2j+k.

(b) Find two unit vectors that are orthogonal to both

i=-7i+3j+k and v=2}+4k.

Fiferal WElldenerd YRihlerd
KALINDI COLLEGE LIBRARY
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(c) Use a scalar triple product to determine whether

the vectors i=1-2j+k, v =3i -2k and W ="51—4j

lie in the same plane.

(a) Find the parametric equation of the line that passes
through origin and is parallel to the line L:x =t,
=_1+t z=2.

(b) Find the direction cosines of two lines that are
connected by the relations
l1+m-n=0, mn+ 6ln— 12lm = 0.

(c) Find the equation of the plane through the points

P(-2,1,4) and Q(1,0,3) that is perpendicular to the
plane 4x — y + 3z = 2.

(a) Find the centre and the radius of the circle

x+2y+22=15,x2+y2+zz—2y—4z=11.

(b) Prove that the tangent planes to the cone ‘
xzfy2+222—5xy—3yz+4zx=0
are perpendicular to the generators of the cone

1752 +'8y? + 292% — 16xy +28yz = 462x = 0.
Py quidee R proo.

Y PR el | Y A ) o
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(C) Filld the equation of the right CirCUIar CYliI’ldCr of

. oo X=1. y=2  Z=~2
radius 2 whose axis is the line > — > 5

6.~ (a) Show that the plane 2x — 2y + z + 12 = 0 touches
the sphere x2 + y2 + z2 — 2x — 4y + 2z = 3 and

find the point of contact.

(b) Show that the equation of the right circular
cone with vertex (2, 3, 1), axis parallel to the line

—X=%=Z one of its generators having direction

cosines proportional to (1,-1, 1) is

x? — 8y? + 7?2 + 12xy — 12yz + 6zx — 46x + 36y +
22z — 19 = 0.

(c¢) Find the equation of a cylinder whoée generating
lines have the direction cosines (1, m, n) and which

passes through the circle x? + z2 = a2, y=0.

frﬁh"a% HadanEy, © IRy
LANL }C:OLLEGE LIBRARY'
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Your Roll NO..ccooviiaeenns

Sr. No. of Question Paper : 4102 H
Unique Paper Code 1 2352012402

Name of the Paper . Multivariate Calculus
Name of the Course . B.A./B.Sc. (H)

Semester . IV (DSC)

Duration : 3 Hours Maximum Marks : 90

Instructions for Candidates

1.  Write your Roll No. on the top immediately on receipt
of this question paper.

2. Attempt all questions by selecting two parts from
each question.

3. All questions carry equal marks.

4. Use of Calculator not allowed.

1. (a) Let f be the function defined by
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(b) A cylindrical tank is 4 ft high and has an outer
diameter of 2 ft. The walls of tank are 0.2 inches
thick. Approximate the volume of interior of tank
assuming the tank has a top and a bottom that are

both 0.2 inches thick.

(c) Find an equation for each horizontal tangent plane

to the surface
=5 - x2 - y?+ 4y.

2. (a) Let f(x,y, z) = yeX*? + ze¥™. At the point (2,2,-2)
find the unit vector pointing in the direction of
most rapid increase of f. And what is the value of
most rapid increase of f?

(b) Find the absolute extrema of the function f(x, y)
= 2 sin X + 5 cos y on the set S where S is the

rectangular region with vertices (0,0), (2,0), (2,5)
and (0,5).

(¢) Find the point on the plane 2x + y +z =1 that 1S
nearest to the origin.

3. (a) (i) Sketch the region of integration and compute
the double integral

m/2 psinx
jo .fo e” cos x dydx .

(ii) Evaluate J-J-D(2y—x)dA where D is the

region bounded by y = x2?, y = 2x.

T ETS UWQI
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(b) Evaluate the area bounded by r = 2 cos®.

(c) Evaluate the given integral by converting to polar
coordinates

I=

lej-\/gty—z 1 dydx

4. (a) (i) Setup a triple integral to find volume of solid
bounded above by paraboloid z = 6 — x? —y°
and below by z = 2x? + y2.

(ii) Set up a double integral to find volume of

solid region bounded by ellipsoid

2 2 ZZ

a +—=1.

—+
a

e

on
N
(@]

(b) Use cylindrical co-ordinates to compute integral

mDZ(XZJ“yz)_I/dedydz where D is the solid

bounded above by plane z = 2 and bounded below

by surface 2z = x* + y2.

(c) Find volume of solid D where D is the intersection
of solid sphere x? + y2 + z2 < 9 and solid cylinder
x2 +y2< 1.

'S N - ? el s >
wiere], mEndarE QIdaiadd P.T.O.
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5. (a) Evaluate §C(X2de—Xy d)’), where C is the path

that begins at (0,0), goes to (1,1) along the parabola
y = x2, and then return to (0,0) along the line

y = X.

(b) Prove or disprove that the line integrals are path

independent.

(c) Evaluate the line integral

X
241

$.[(2x — x*y)e™ +tan"t yli + i x3e *Y]j.dR,

where C, the curve with parametric equations

x=t2cosnt,y=etsinnt, 0 <t<1.

(a) Find the area enclosed by the semicircle

y=+4—x? using the line integral.

(b) Find the mass of the homogenous lamina of density
§ = x that has the shape of the surface S given by
z=4 -—x -2y withz>0,x>0andy20.

(c) Let F = 2xi — 3yj + 5zk, and let S be the

hemisphere z= \/9 —x%- y2 together with the disk

x? + y% < 9 in the xy—plane. Verify the divergence
theorem,
@] T e GHahied
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Your Roll NO..cossieseeee ia
Sr. No. of Question paper : 4227 - H
Unique Paper Code : 2353012005
Name of the Paper . Mathe'matical Modeling
. Name of the Course : B.Sc. (H) — DSE
Semester : - IV i,

Duration : 3 Hours 6 Maximum Marks : 90

Instructions for Candidates

1.

Write your Roll No. on the top immediately on receipt
of this question paper.

Each question contains three parts. Attempt all

questions by selecting any two parts from each
question. ’

Parts of questions to be attempted together.
All questions carry equal marks

Use of non-programmable scientific calculators is

allowed.

&
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1. (a) (i) Define Mathematical modeling, Explain th
. e

modeling cycle process. A ball ang bat
together cost $1.10. The bat costs $1,0¢ more
than the ball. Model this problem by using
mathematical symbols and determine hoy

much does the ball cost.

(i) Compute the dimensions of a, D, A, and A,
from the following differential equation
assuming that it is a dimensionally consistent
equation.

ou au 2u
'5; + au ax a + /11\/- Azu

(b) In a particular epidemic model, where the infected
individuals even{ually recover, the population
dynamics are governed by the following system of
differential equations :

dt N dt N

Given the parameter values p =2 and Y = 0.4 and

assuming that the total?populatlon N is 1000, in

alfor np!f?rm* Ay nwaTﬂ‘U
KALINDI COLLEGE LiﬁRARY
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which iniiia]ly there is only one infected individual
but there are 999 susceptible individuals within

the Population, answer the following :

(1) Using the given parameters, calculate the

basic reproduction number (ry)-

(i) What is the peak number of infected

individuals at any given time during the

epidemic?

(c) Consider the following susceptible-infected-

recovered (SIR) model :

= ~BVSNL o = fVST— VTR T,

where B and y are constant.parameters and initial
subpopulations are given as S(0) = S, > 0, 1(0) =
I, > 0, R(0) = 0. By taking the first two equations

of the model for analysis purposes, and assuming

the transformation u=x/§, v=\/f, show that

4 'mr e QR

i EGE LIBRARY
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v(t) = [(\/‘53 - JE")Z + Io]E .§in (g-t + ¢1) y

A~}

e Y
where ¢y = tan~1 (—ﬁ%—g—) and §* = =,

2. (a) Consider an epidemic model, where the infected

individuals eventually recover and the dynamics

of the population are described by 2> differential

equations :

L = —pVSVIL,Z = BVSVI — V1.

dt

Using the parameter values 3 = 0.02 and y = 0.4
and assuming initially there is only one infected
individual but there are only 500 susceptible

individuals within a population,

(i) Calculate the basic reproduction number

(r,) using the given parameters.

(i) How many individuals remain susceptible
and never get infected throughout the

epidemic?

KALINDI COLLEGE LIBRARY
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(b)

(c)

S

(i) What is the maximum number of individuals
infected at any point in time during the

epidemic?

Construct a Susceptible-Eprsed-Infectious—
Recovered (SEIR) model 'using a system of first-
order differential equations to describe the spread
of disease. Divide the total population N(t) at any
time t into subpopulations according to disease
status. Assuming a constant influx of individuals
into the susceptible population and a natural death
rate affecting each subpopulation, as well as the
exposure fate‘ of susceptible individuals and
recovery rate of infectious people, obtain the exact
solution for the total population N(t), and provide
the discretized form of the model equations using

the Nonstandard Finite Difference (NSFD)

scheme.

Consider the following susceptible-infected-

recovered (SIR) model:

= VM@ rRiaacd \3’\'?\3?1’64?}
i | LEGE LIBRARY
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where P and y are constant parameters and initial

subpopulations are :
S(0) = S, > 0, I(0) = I, > 0, R(0) = R, 2 0.

(i) Find the condition for epidemic occurrence

by finding the basic reproduction number

(ry)-

(ii) If the first integral expression in the (S, I)
plane is given as S(t) + I(t) = I, + S, t

S*In S )) where §* = —N then find the

expressions for the maximum infective
number (I_, ), and the number of

susceptibles who do not succumb to the

epidemic (S_).

3. (a) Explain and analyze the Predator-Prey system
(Lotka-Volterra model) by identifying and
discussing all isolated critical points.

KALINDI COLLEGE LIBRARY
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(b) Find al critical p'oints of the system of differential

€quations

dx
= 1=y

ac XY

and determine (if possible) whether they are stable

or unstable.

(c) Consider a damped nonlinear spring-mass system.
Let m denote the mass of an object attached to a
spring and let x(t) denote the displacement of the
mass at time t from its equilibrium position.
Assume that the mass on the spring is connected

to a dashpot, exerting a force of resistance

s : dx
proportional to velocity, ¥ = x' = = ©of the mass.

Let the force exerted by the spring on the mass

be given by by F(x) = m%’f = mx". The equation of

motion of the mass is given by mx"” = —cx’ — kx +



4.

Bx?, where ¢, m, k, B> 0. 1fc=2,B=2 k=5

and m = 1, then write the corresponding system
of first-order differential equations and discuss the

stability of all critical points of the system.

(a) Consider the system of differential equations :

— = XTE
dt +_‘)’
dy __

PP R g

Determine the conditions on e for which the critical
point of the system may be a saddle point and a

center in the phase plane and identify the points

where this change occurs.

(b) Determine the type and stability of the critical

point (x*, y*) for the followiﬁg systems :

(1) %=33—10x—-3y+x2,%=-18+6x+2y—xy;

Critical point: (x*,y*) = ( 4,3).

wpre poay oded BRI S bl S
Galhar 5:{}::;”# I s VYOI
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N T | : l |
() F=3x-x*- 0Ly 4 yt - ~ 3xy;
Critical point: (x*,y*) = (1,2).

(¢) Consider the following system of differential

equations :

dx

& 2
dt 60x — 3x® — dxy

= 42y — 3y? — 2xy
Show that the linearization of the system at (20,0)

s

88

{ u’' = —60u — 80v where u’ =%andv’ =
v =2v ~ T LA '

Find the eigenvalues and corresponding

eigenveetors of the coefficient matrix of the linear

system. Hence, confirm the nature of the critical

point (20,0).

5. (a) Using Monte Carlo simulation write an algorithm

to calculate an approx1mate area trapped between

the curves y = X and y? = 2x.

- EiRee gREE P.T.O.
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e

(b) Explain the Linear Congruence Method of

(c)

generating random numbers. List the drawbacks
of this method. Find 10 random numbers

using a = 5, b =1, ¢ = 8 and 7 as the seed

number.

Using Monte Carlo simulation, write an algorithm

to calculate that part of the volume of an ellipsoid

x2 y2 z2 F . .
=+t oS 16 that lies in the first octant, x > 0,

y>0,Z>0.

(a) Use the ASimplex‘ Method to solve the following

problem

Max. z = IR 2?

S. to. | —X+2y£4;
5x + 2y £ 14,
X —y <3,
X,y =2 0.

Gnicaray wefdec b
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11
(%) Consider the following Linear Programmine
broblem .
Max, 2z = y 4 y
s. to X +y<6,
3x -y <9,
X,y 2 0.‘

Using algebraic methods find the possible number
of points of ihters_ection in the xy- plane. Are all
the points feasible? If ﬁot, then how many are
feasible and how mény are infeasible. List the

feasible extreme points along with the value of

the objective function

(c) Solve the following Linear Programming problem

graphically.

Max. z = 20x + 30y

5. toiin; i13x + 2y < 80,
2x. + 4y 120
X,y 2 0.
A e
i L OLLEGE LBRARY T.0
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Perform a sensitivity analysis to find tpe range of
€o

values for the coefficient of x in the object
ive

function for which the current extreme Do

remains optimal.

(1000)
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1. (a) Define Convexity of a bond and find the relation

between the Convexity, Duration and Bond price.

How does convexity measure sensitivity of the
portfolio?
(b) Consider the three bonds having -payments as

shown in the table below. They are traded to

procure a 12% yield with continuous compounding.

[End of year | Bond A | Bond B Bond C
payments - , '
Year 1 1000 500 0
Year 2 1000 500 0
Year 3 '| 1000+10000 | 500+10000 | 0+10000

Determinc the price and duration of each bond.

(c) Explain Forward Rates. Derive the following

relation :

T
BT,

where R is the forward interest rate for the period
between T, and T,. R, and Ré are the zero rates

for maturities T, and T, respectively. What
hannene when R >R ?

<ALINDI COLLEGE LIBRARY
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2. (a). () An investor sells a Buropean call OP'tViOH with |
strike price of K and maturity T and buys a

put W1th the same strike price and maturity.

Descrlbe the 1nvestor S posmon 5

(i) An investor sells a European call on a share
for %6, the stock price is 745 and the strike

~ price is ?52 Under what circumstances will
‘the seller of the optlon make a prof1t_‘7 Under :

" What'eirc‘ur'rli“stances W111 the option ‘be |

exercised?

(b) erte a short note on European put optlons Explam
the payoffs in dlfferent types ¢ of put optlon pos1t10ns

with the help of diagrams.

(e) Explain:HeAdging,'.A United States company -
, expects to pay 1 n{illion Euros in 3 months. Explain

how the exchange rate risk can be hedged using

(i) A Forward Contract - .

(i) An Option.
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3. (a) Name tﬁe six factors that affect stock option -

prices. Explaiﬁ any three of them.

_ (b) Derive the put-call parity for European options on
a non-dividend-paying stock. Use put-call parity
td derive the relationship between the gamma of

a European call and the gamma of a European put

.' on a n0n-divid'end-paying stock.

~ (c) Find lower bound and upper 'b'ound'fqr the price
‘of a 1-month Eurqpean put option on a non-
dividend-paying stoék when -the s'tock price is 330,
the strike price is ¥ 34, Aa‘nd thif;' risk-free interest
rate is 6% per annum? JuStify yollhlr‘ answer with

no arbitrage 'la'rgumé’nts,-. (e70905=0.9950).

4. (a) A stock price is currently T40. It is known that at
the end of'one4month it will be either T42 or Z38.
The risk-_free interest rate is 6% per annum with
ContianUS compounding.. Consider‘ a portfolio
consisting of bne_ short call and A shares of the
stock. What is the value of A which makes the

JRIPTey
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portfolio riskless? Uéihg no-arbitrage arguments,

* find the;-pfice'of a one-month European call

| | /
(b) A stock prlce is currently ¥50. Over each of the -

(c) ConS1der a two-perlod binomial model with current

option with a strike price of €397 (You can use

~ exponential value: e*%5 = 1.005).

next two three-month perlods it is expected to

go up by 6% or down by 5%. The risk-free
'1nterest rate is 5% per annuml w1th”con_tihuouS
compoundi’ng.'What is the value of a six;month s
_‘Eu‘rop'e'ah‘ call option with a strike ‘price of T5 17

~ (You can use exponential value: e‘0 0125 = 0.9876).

stock price. S, = ?100 the up factor u = 1.2, the

- down factor d= 0.8, T = 1 year and each period
'belng of length S1X months The risk-free interest

rate is 5% per annum w1th continuous

compoundlng Construct the two- perlod binomial

tree for the stock F1nd the prlce of an American

put option with strike K = %104 and maturlty ,

T 1 year. (e75'= 0,9753)..

g e Wﬂw
T\ &\553 WM LR L
r'i‘ o o ¢ g o g i

'igf*“""” & s, noile waamht 4L ERCLAE DN

P.T.O.
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5: (a) Given that in a risk-neutral world,

| - 2
In Sy ~ ¢[ln So +(r—22—-]T, czT:l ,

where S, is the stock price at a future time T,

S, is the current stock price, r is the risk-free

rate, o is the volatility and ¢(m, v) ‘denotes a

normal distribution with mean m and variance V.

“For the given strike price K, find P(S; > K), the

probability th‘a-.t,a; Euro_pean call option be exercised

in a risk-neutral Worl~d.'

(b) Show that the Black——Scholes—Merton formulas

for call and put optlons satlsfy the put-call parity.

(c) What is the pricé of a European call option on a

" non-dividend-paying stock when the stock price is

¥52, the strike price is ¥50, the risk-free interest -
rate is 12% per annum, the volatility is 30% per

annuml, and the time to maturity is three months?

(You can use valhes: In(26/25) = 0.0392,.

" exp(-0.03) = 0.9704)

T = R s s e O gy e
Y S g .ob ot Vg ear S W SATETY S
Q% e T Gt eued WG Y
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' 6. (a) Discuss the delta of a buropean call option and
ealCulate the delta of an at-the-money 6-month
European eall option on a non-dividend-paying
 stock when the risk-free interest rate is' 8% per '

\ annum and the stock price volatility is 30% per

annum.

(b) Companles A and B have been offered the .
followmg rates per annum on a ?’ 10 m11110n loan

for 5 years:

G Fixed rate Floating rate -
- Company A  120%  LIBOR+ 0.1%
Compahy;B_ 14.5% LN LIBOR +0.9% Ly

| Company A requlres a floatlng-rate loan; Company
B requlres a flxed-rate loan. De81gn a swap that
| will net a bank, actlng as 1ntermed1ary, 0.1% per
annum and that W1ll ‘appear: equally attractlve to

' ‘both companles.

KALINDI QQLLE@E MERARY '
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" (c) Find the payoff from a bull s'pr;eéc:lrdreated'using e
call “optio_ns. Also dfa‘w the profit diagram
corresponding to thi_s trading str'gtegy.. it

~e
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1. Write your Roll No. on the tdp immediately on receipt
of this question paper.
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1. (a) A farmer purchased 100 head of livestock for a
total cost of Rs.4000. Prices were as follow:
calves, Rs.120 each; lambs, Rs.50 each; piglets,
Rs.25 each. If the farmer obtained at least one
animal of each type, how many of each did he

buy? | (6.5)

IEIfer) HEIdeTe YRt
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(b) Define a complete set of residues modyg n. Verify
that 0, 1, 2, 2%, 2%, +++, 2% form a Complete set of
residues modulo 11, but that 0, 12, 22, 32, ... 102
do not. (6.5)

(c) Obtain three consecutive integers, the first of
which is divisible by a square, the second by a
cube, and the third by a fourth power. (6.5)

2. (a) State and prove Wilson’s theorem. What about its
converse? Justify your answer. (6.5)

(b) (i) Use Fermat’s theorem to show that if p is an
odd prime, then

1P + 2P + 3P 4 .-+ 4+ (p—1)? = 0 (mod p).

(i) If p and q are distinct primes, prove that
pt!l + g*! = 1 (mod pq). (6.5)

(c) Define Mobius p-function. If the integer n > 1 has

k

the prime factorization n =p;

1p12‘2 ..-plz‘r then prove

that

LR NV

3. (a) Find the highest power of 5 and the highest power
of 2 in 1000! and hence find the number of zeros
with which the decimal representation of 1000!

términatg‘s‘ (6.5)

aifers) ARIfdenad JEsd
KALINDI COLLEGE LiBRARY
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(b) ?rove that for n > 1, the sum of the positive
ntegers less than n and telatively prime to n is

1
—2'114)(11) and hence find the sum of the positive

integers less than 100 and relatively prime to 100.
(6.5)

(c) Define Euler’s ¢-function. Show that for each
positive integer n > 1,

n=§¢(d)

the sum being extended over all positive divisors

of n. Verify this result for n=32. (6.5)

4. (a) Show that if gcd(m,n) = 1, where m > 2 and n >
2, then the integer mn has no primitive roots.

Hence deduce that 21 has no primitive roots.
(6.5)

(b) Define primitive root of the integer n > 1. Find all

the primitive roots of 25. (6.5)

(c) State Euler’s criterion to determine whether an
integer a is a quadratic residue of a given prime
p. Also show that 3 is a quadratic residue of 13

but a quadratic nonresidue of 17. (6.5)

KALIND! COLLEGE LIBRAP™ P.T.O.
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5. (a) Show that if r is a primitive root of the prime
p =1 (mod 4), then r®D" satisfies the quadratic
congruence x* + 1 = 0 (mod p), (6.5)

(b) Obtain the solution of the quadratic congruence

x? = 23 (mod 7?) (6.5)

(c) Let p be an odd prime and let a and b be integers

that are relatively prime to p. Then prove that
(ab/p) = (a/p)(b/p).

Further determine whether the congruence
x* = —46 (mod 17) is solvable. (6.5)

6. (a) When the RSA algorithm is based on the key

(n,k) = (1537,47), what is the recovery exponent
for the cryptosystem? , (9)

(b) Decrypt the message HOZTKGH, which was
produced using the linear cipher C = 3P + 7 (mod

26). (5)
(c) Use the Hill’s cipher

C, = 5P, + 2P, (mod 26)
C, = 3P, + 4P «(mod 26)

to encipher the message GIVE THEM TIME.
| (5)

it FEfiene yeadTard
KALIMDI COLLEGE LIBRARY (2500)
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| ‘of this question paper. ‘
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3. All questions c':arr_y"'équal marks.

1. (a) Define a _ConVex Set. Show that the set S defined
‘a8 |

S..'—‘ {(x,y) | ¥ < 4x} is a Convex Set. -

ALINDI COLLEGE LIBRARY  p1 o
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' '(i)) Let 5‘1 - 1, %, =7, X, =4 be a fea§ible solution to
the system of eqqations :
2%, + 3%, - X, = 4
3"1"‘2*_”?3:5
. Is this a basic feasible solution?,van’ot, re_ducé it

to two different basic feasible solutions.
(c) Consider the following linear programming problelﬁ:
i Mi_ninii_ze zZ=cXx
subjecf' tor_Ax,=’bA, X200
“Let (x5, 0) be a basw fea81b1e solutlon w1th
' obJectlve functlon value zy corresponding to a

basis B where xg = B7!b. By entermg an a; with

zj—cj"> 0 and removing a br'.subj'_ect to :

—)—(——Mln “B ylJ >0
Yij L Yij |

‘Show that we can get a new fea31ble solutlon_

with 1mproved value of the objectlve functlon oy

compared to zg.
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\ 2. (a) Usihg Simplex methdd, find the solution of the
following linear programming problem :

Maximize z = X, = 2%, + X,
subject to X, +2x, + x, <12
2x, + x, — X, £ 6
X, — 3x, > -9
Xy, xz', X, 2 0.
(b) Using. two phase‘-mé"t.'hod, solve th'e' linear
| programming problem : '
i »M_i.nimi'ze z= —;3x1 + X,
subject ’to 2x, +x, 22
D 3%, <3
X

2'S4‘

X, X, 2 0.
(c) Solve the following lmear prograﬁmlng problem |
by Big - M method :
Maximize z = 3x, + 2x, + 3x,
subject t‘o. 2x, + x, t x, $2
3x‘1 + 4)(2 +2x, 28

X, xz, X, 2 0.

) T T s

KAL!NM COLLEGE LIBRARY
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(a) Consider the following primal problem (P) and dual

problem (D) :

3.

(P) Minimize z = ¢X

| Subject to Ax = b, x 2 0

(D) Maximize z = wb

Subject to WA < ¢, W 2 0,

If x, (w,) is an optimal solution to the primal
- (dual) problem then there exists a feasible

solution w,(x,) to the dual (primal) such that

cx, = W,b.

(b) Use graphical method to solve the dual of the

following linear programming problem : |
Minimize o z= 6x, + 8x, + 7X3 + 1v5.x4
Subject to X, +x, +3x, 24 |

X, + X, +x,23

Xs Xy X, X4 20

Further, find an optimal solution to the given

problem from optimal solution of the dual problem.

KALINDI COLLEGE LIBRARY
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S
¢) Obtai '
(¢) N the dual of the following linear programming
problem : |
Maximize z = 10x, + X, + 2x,
Subject to X+ x, = 2%, 2 10
X, +4x, - 3x, =3
4x, + x, + X, < 20
X, 2

4.

12> X, < 0, and x, unrestricted in sign.

(a) A Company has four warehouses, a, b, c and d.

It is required to deliver a product from these

warehouses to three customers A, B and C. The

warehouses have the following amounts in stock.

Warehouse': a b C d

No. of units : 15 16 12 13

and the customer’s requirements are

Customers : A B C

No. of units 18 20 18

The table below shows the costs of transporting

one unit from warehouses to the customers :

.
5 i fByel sy
chy T E A | Ve e GQ

P.T.O.

‘&.Ay"‘.%:%%&‘ T BT 2 PR g S ¥ &0 Box “:\,,\t_;« SRR

"/“"&./\
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a b d
A 8 9 3
B 6 11 10
c 3 8 7 9

Find the optimal schedule and minimum total

transport cost.

(b) A Company is faced with the problem of assigning
six different machines to six different jobs.

Determine the optimal solution of the Assignment

Problem with the following cost matrix :

a b c d ° f
1| o | 2 58 = 19 2
2| » 78 72 o | @ |
3| 4 28 | 91 + Rt R
a| 1 | a 27 by e
5| 36 1 57 2 = N
6| 3 56 53 " 17 ?

2}5,;}.7"-. i Y 1y wﬂlan

KALIND vunetGE LIBRARY
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(c) For the following cost minimization Transportation
 Problem, find initial basic feasible solution by using
North-West comer rule, Least Cost method and

Vogel’s approximation method. Compare the three
solutions (in terms of cost).

A B o D | Supply
! 19 14 23 o 11
n | 15 16 12 - 21 13
m. 30 25 16 -39 19
Demand 6 10 12 | 18

~ 5. (a) Define the Saddle point..' The pay-off matrix of a
- game 1s given below. Find the best strategy for

each player, and the value of a play of the game

of A and B.
Player B
i no n v v
1 9 3 1 8 0
Player A :

] 2 4 3 3 8
w s | 6% 2 2 1

.!ﬁ:'; ,4—;'1‘ - '.’;*: ¥ ‘:: Sy

| R T
LTy
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(b) Convert the following Game problem into a linear

programming problem for Player A and Player B
and solve it by Simplex method.

Player B
Player A 2 2 4
aye
4 1 4 7

(c) Using Simplex method, solve the system of

equations :
i P
X, F%5 =3 |
Also.\wrtite the _inversé of the matrix E ﬂ "
&i3em 2 vy O Uiy

KALibls wsoiniiGE LIBRARY
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State and prove Archimedean property of rea]

1. (a)

numbers.

(b) Let A and B be two nonempty bounded sets of

positive real numbers, and let
C={xy:x € Aandy e B}.
Show that C is bounded and :

(i) Sup C=Sup A Sup B

(ii) Inf C=1Inf A Inf B

(¢) Let f be a function on R defined by

f£(x)= 1, when x is rational
—1, when x is irrational

Show that f is discontinuous at every point of

{~
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(d) Define Uniform continuity of a function f on an
interval I. Show that the function f defined by

f(x) = {/x is uniformly continuous in the interval
[1,3].

2. (a) Show that the sequence <r*> converges to zero if

|r] < 1. Discuss other cases also.

(b) Show that lim ¥n=1.

n—oo

- (c) Define the limit of a sequence of real number.

Let <a > be a sequence of positive terms such

that <a > — a. Then prove that \an —+/a.

(d) If f and g be two real functions defined on some

neighbourhood of ¢ such that lim f(X) = 1, ;

X—C

f '\L‘ND' a,,,-SJE..‘.Lﬁ" £ | Mj Y P:T.O.
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lim g(x)=m, then show that
X—C

lim (fg)x = lim f(x) lim g(x)=1m

X—¢ X—¢ X—¢

3. (a) Let <a > be a sequence of real numbers such that

an#O for all n and

. [a
hm[—n—ﬂj L where |L|<1

n—f°° an

Show that lm a,=0 Also, Deduce that

n—oo

Iim 2702 =0 :

n—oo

(b) Define Cauchy sequence. Use Cauchy’s General
Principle of Convergence to show that the

sequence <a > defined by

1
2n-1

1 1
A =l+—+—+. +
S ERNE T

does not converge.

mﬁdwﬂwﬁﬁhﬁndn qfﬁmvnr
HKALIND] QQLLECE: LIRRARY
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(c) Prove that the Sequence <S> defined by the

recursion formulg : Spet = 438, , S;=1, n>2
converges to 3,

(d) Give an example of g bounded subset § ¢ of R

whose least upper bound and greatest lower bound

belong to Se.

4. (a) State Cauchy’s n™ root test for the series. Use

this test to check the convergence of the series

n2

b
(n+1)"

(b) State and prove the necessary condition for the
convergence of a series. Is the converse holds

true? 'Justify your answer,

Ffer) wEfdener e

Yo Bk o 2 L 2 e o, By e, el e PREtls s : . g 2
CUNE 2

{
i
i
!
1



2301 | 6

(c) Test the convergence of the following series

(1) Zn 1;{] whete r is any positive number.

ll n

) Yo ——(x>0)

n!

(d) State the D’ Alembert ratio test and Raabe’s test
for the convergence of the series. Test the

convergence of the series

- (n!)?

n
L @n)t”

5. (a) Define continuity of a real valued function at a

point.
x% -9
' : TKES
Show that the function defined as { x -3
6, x=3

is continuous at x=3.

Hiferd) Heifdenay QRIBTe
KALINDI COLLEGE LIBRARY
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(b) Show that every absolutely convergent series is
convergent. Is the converse holds true? Give

example,

(c) Show that the function f defined on [a, b] as

0 when x is rational
f(x)= S
1 when x is irrational

is not Riemann integrable.

(d) Show that the series 1+r+r2+r3+--- (r>0)

converges if r<1 and diverges if r> 1.

6. (a) Define Riemann integrability of a bounded function

f on a bounded closed interval [a,b],

(b) Use the definition of Riemann integrability to prove

] ‘Tmm

HKALINDI COLLEGE 1ipRapy  PT-O.
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(¢) State Non-uniform Continuity Criteria of a function

defined on A < R. Use it to prove f(x):= L is
X

not uniform continuous on A = {x € R|x > 0}.
(d) Define supremum and infimum of the set S — R.
. Find the supremum and infimum of the set

S={l-(-1)"n:n e N)

aifer<t mwifdercr Geamier

HKALINDI COLLEGE LIERARY
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of this question paper.

2. Attempt all question by selecting two parts from each
question.

3. Part of questions to be attempted together.

4. All questions carry equal marks.

5. Use of calculator not allowed.

1. (a) Define the upper bound and lower bound of 2
non-empty subset of R. Find the upper bound
and lower bound for the following sets, if they

exist. | (6.5)
(1) {—1’ 17"2,_2,.-.,—11, n}
dferal waidenspy APy

P.T.
KALINDI COLLEGE LIBRARY N
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(ii) {0,
(i) {2,
(iv) {12,22,32, ., n% ..}

(b) Define continuity of a real valued function at a

point. Show that the function defined as

2
X _9, X#3
f(X)z x._3
6, x=3
1S continuous at x = 3. (6.5)

(c) State and Prove the Archimedean property of real
numbers. ' (6.5)

2. (a) Show that the function f(x) = x? is uniformly
continuous in the interval [-2, 2]. (6)

(b) Define the Sequential Criterion of limit. Show that

lim sin(lj does not exist in R. (6)
x—0 X

(c) State the Sequential Criterion of continuity. Define
f: R > R by

f(x)=

Show that f is not continuous at any point of
R. Wil HelL el OvETETaTy (6)

i ' E R ET R J §
AR AT i Sy

KALINLI 0L EGE LISRARY
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3. (a) Use the definition of limit of a sequence to establish
the following limits :

n
1) li =0.
O)mﬂLﬁ+J (3.3)
3n+1) 3 -
TN =2
(1) ngg(2n+5j 2 3)
1121’1
(b) Discuss the convergence of the sequence S |-
(6.5)
(c) Show that the sequence (x_) defined by
2x
x;=a>0, X, =1+;n , n>1,

is bounded and monotone. Also, find the limit.
(6.5)

4. (a) Give an example of an unbounded sequence that

has a convergent subsequence. (6)

(b) Show that the sequence (x,) defined by

X _1+-1—+ 1 4oeet 1
P - 508 511 5n—4
is not Cauchy. » (6)
o (2Y)
(c) Calculate the value of Zn=2(7J L (6)
T*F"T\"“’ bounaeliong M I o]

P.T.0:
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i

(a) State D’Alembert’s ratio test for an infinite series.

Test for convergence of the series

» 2"n!
3 Zl (6.5)

ﬂ=—"l nn

(b) Test for convergence the following series :
3

. % 1 -1’
(i) ZM(I +-\7_;) (3.5)

11293 0232, 3242
W =+t 3)

(c) Show that the greatest integer function f(x) = [x]

4
is Riemann integrable on [0, 4] and -[0 [x]dx=6.
(6.5)

(a) Test the convergence and absolute convergence
of the series :
" (_l)n-—l
i 3
0y Xogsm 3)
fvaly vl L 5l s
) 12734756 73

(b) State Leibnitz’s test for an alternating series. Test

3)

for convergence the series :

1 1 1
l-——/=+—- e
NN ©
(c) Show that every monotonic function on [a, b] is
Riemann integrable on [a, b]. (6)

S Wl germrey oo
KALINDI CGLLEGE LIERARY
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Instructions for Candidates

1.

Write your Roll No. on the top immediately on receipt

of this question paper.

Section A is compulsory.
Attempt any four questions from Section B.

Parts of a question must be answered together.

Use of scientific calculator is allowed.

Section A

(a) How does the number of clusters affect anomaly

detection in k-means clustering algorithm?  (2)
) Fiii e yuaeierd

MP] CDLLE.G\E LIBRARY P.T.O.
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(b) In a dataset of monthly sales figures for , retail
store, the mean monthly sales are Rg, 50,000 witp,
o standard deviation of Rs. 5,000, 14 4 certain

month, the store recorded sales of Ry, 65,000,

Calculate_ the z-score for this month’g sales,

2

(c) Consider a dataset with binary labels, The dataget
is trained using Adaboost method. The decision
boundary obtained after a single iteration ig shown

in figure II. 3)
A O:Class1  A:Class2 “|a 34——2 pecisi‘on Boundary
O OA A O WOA A
O A A O Ns
o O O 10 As
0AE oA O T
—p ' e
Figure I: Original Dataset Figure II: Classification after 1* iteration

In figure II, out of the points marked 1, 2..., 5,
which points shall have higher weights? Justify
your answer.

(d) What is overfitting in the context of classification?

Name two methods to prevent it. (3)

(e) Can clustering be used for dimensionality
reduction? Justify your answer. 3)

(f) What is downsampling? Perform downsampling on
the data given below : e (3)

531
?b‘lﬁvl:é} e
i ¢ ;,?. ,‘f 141-," -y

KA“ND‘ COLLEGE LIBRARY
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Class 0 9000 samples
Class 1 1000 samples

() Discuss any two key issues and their solutions in
hierarchical clustering. 4)

(h) How does a proximity matrix differ from data

matrix' and why is it advantageous for anomaly
detection methods? (4)

(1) Consider the following dataset with two documents

related to customer’s reviews of a product:

Document 1: “The product is excellent. I am very

satisfied with its performance.”

Document 2: “This product exceeded my

expectations. It works flawlessly.”

Perform the following tasks :

(i) Calculate the Term Frequency (TF) for the
term “product” in each document.

(i) Compute the Inverse Document Frequency

(IDF) for the term “product” in the given
document corpus.

(iii) Apply Frequency Damping with a damping
parameter k=0.2 to the TF values obtained

in part (i) for the term “product” in each
document. (6)

wiforsdt Wil Ty

: P.T.O.
‘K_AL_,{ND“C'GLLE'G& LISRARY Ay
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Section B

5. (a) Consider the following distance matrix for the fiye

Jata points P1 to P5. 7
—T1p1 | P2 P3 P4 PS5

(P10

p2]0.25|0

$310.23[0.17|0
$4]0.38[0.21|0.17}0
$510.36[0.1510.2710:30|0

Perform hierarchical clustering using centroid
linkage on the given distance matrix and show the

dendrogram.

(b) Consider the following data set comprising of eight
points Al, A2, ..., A8 on a plane. (8)

A1(2, 10), A2(2, 5), A3(8, 4), A4(5, 8), AS(T, 5),
A6(6,4), A7(1, 2), A8(4, 9)

K-means clustering algorithm 1is applied to find
the three clusters by keeping A1(2, 10), A4(; 8)
and A7(1, 2) as initial cluster centers. Find the
cluster centres obtained in the next iteration. Use
Manhattan distance to find Jdistance/similarity
among data points. Show all the intermediate Steps.

KALINDI COLLEGE LIBRARY
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3. (a) What is the primary objective of time series
analysis in data mining? Consider the following
time series dataset containing daily temperature
fluctuation over a week: (7)
Monday: 25°C
Tueéday: 24°C
Wednesday: 22°C
Thursday: 26°C
Friday: 28°C
Saturday: 29°C
Sunday: 27°C

If the dataset is shifted by two days forward, what
will be the temperature on Tuesday of the second

week?

(b) What is the significance of the Bagging algorithm
in ensemble learning? How does Bagging combine
multiple weak learners to create a strong classifier,
illustrate with the help of a diagram. Suppose we
have a dataset with the following features and

labels :
Features(X) |1 (2 |3 |4 |5 [6 |7 |8 ]9 ]10
Tabels (v) |1 ]0 JL L [0 [0 |1 Jo |1 Jo
Ffor) A7 qaerer] gddtedd - -
L e "y i\ e P IOk
IBRARY et

,m,.ummpu_me L



6

Generate two sub datasets containing four samples
each from the original dataset using bootstrap
sampling method with replacement and two sub
datasets without replacement. (8

4. (a) Discuss the relationship between entropy and
information content and provide mathematical
formula to calculate entropy. , €))

Consider the following dataset of 10 instances
labelled as either “Positive” or “Negative”,
calCulate entropy on this dataset. |

Positive | : .~i.
Negative :

Positive
Positive
Negative
Positive
Negative
Negative
Positive
0 | Positive

Rlo|o|lo|u|sfw]to)-]| M

(b) Co'mpare the following anomaly detection
techniques :— (6)

@A) Model Based and Model-Free method

(ii) Label and Score method .

R HIPDIRD gﬁﬂ@idq
muﬁﬁi SQLLE@E LIBRARY
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(iti) Global and Local Perspective method

5. (a) Explain the E-step and M-step in the EXpectat'iorll-
Maximization (EM) algorithm and (9) Probabilistic
Latent Semantic Analysis (PLSA). How are the
bparameters of PLSA updated in each step?
Illustrate the generative processes of EM-

clustering and PLSA through appropriate diagrams.
%)

(b) Consider the following text in a document D1:

Document D1: “Text mining is a technique used

to extract useful information from text documents,”

Perform the following text mining preprocessing

steps on the text given and write your answer:
(i) Stop Word Removal
(i1) Stemming

(iii) Removal of punctuation marks  (6)

6. (a) What is the principle of the STREAM algorithm?
How does it handle data streams effectively?

(5)

(b) Consider the following stream of data noThite
arriving with timestamps. The data points are ag

ry S PAL "’7‘.‘1\“. q
PP ol LBRARYS 3 P.T.0.
N L\@g\u\‘ Ls!

. (it
__,:,‘ JoLhs i

|
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follows : = (10)
Time Data Point
Stamp
0 (2,3)
1 (3,4)
2 (5,6)
3 (8,9)
4 (10,12)

Apply the STREAM algorithm with a window size

of 2 and determine the micro-clusters formed at
the end of the data stream.

7. (a) Describe the steps of a random forest classifier.
Discuss the impact of attribute selection at internal

nodes on improving the classifier’s performance.

(5)

(b) Consider the following dataset of six data points :
A(1,2), B(2, 3), C(3, 4), D(7, 8), E(8, 9), F(25, 30)

Apply the Density-Based Spatial- Clustering of
Applications with Noise (DBSCAN) algorithm on
the given data with Epsilon (e)=2.5 units, and
- Minimum Points (minPts)= 2. Identify the clusters,

core points, reachable points and noise points.

NG warpjger g s ATl

-1"
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Instructions for Candidates

1.

Write your Roll No. on the top immediately on receipt
of this question paper.

All questions are compulsory'.

Attempt any two parts from each question.

(a) Let A and B be non- empty bounded subsets of
R. Let A+B = {a+b: ae A, beB}.

Prove that inf (A+B) = inf A + inf B.

(b) Define denumerable set. Show that the set N X N

is a denumerable set.

) wefEer eaeed
K ALINDI COLLEGE LIBRARY
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(c) Let S be a bounded set in R and let S, be a non-
empty subset of S. Show that inf S < inf S, < sup
S, < sup S. (6,6)

2. (a) (i) Define the convergence of a sequence (X_)
of real numbers.

(i) Let (x,) be a sequence of real numbers that
converges to x. Show that the sequence (Ix,.D
of absolute values converges to Ix]|.

1
(b) Prove that if ¢ > 0, then lim c/n =1

n—oo

(c) Show that if X = (x,)) and Y = (v,) are sequences
of real numbers converging to x and y respectively,
then their product X- Y converges to xy.

(6.5,6.5)

3. (a) State Monotone Convergence Theorem. Show that
the sequence (x,) defined by

X, =1, x,, = 1/2+xn , Vn € N is convergent.

Also, find lim Xp

n—oo

(b) Define sybsequence of g sequence (x ) of real

numbers Prove that if every subsequence of

= (x,) has a subsequence that converges to 0,
then lim X = 0.

aw%rfinﬁhm?nlgwmﬁruz
KALINDI COLLEGE LIBRARY
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(c) ?rove that a Cauchy sequence of real numbers
is bounded. Is the convetrse true? Justify your
answer. (6.5,6.5)

4. (a) State and prove Limit Comparison Test for positive

term series, Hence, show that the following series
converges :

V2 4 V6 B

+—+
35 57 179 9.11

(b) Check the convergence of thé following series :

0 2 sm( )
i) 2 (211 1)

l n
(iii) ZL(H“ -1]

(c) State and prove Cauchy’s n™ Root test for a series
of non-negative real numbers, (6,6)

5. (a) Prove that an absolutely convergent series is
convergent. Is the converse true? Justify your
answer.

Sy Ao Um&ﬂ“?w

D1 COLLEGE UBRARy P.T.O.
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(b) Define a power series. Determine the radius of
convergence and exact interval of convergence of

xn
the power series Z-l-l;;

(c) State Weierstrass M-Test for uniform convergence
of series. Hence, show that

1
—— VxeR
i

is uniformly convergent. (6.5,6.5)

6. (a) Show that f(x) = k Vx € [a,b] is Riemann

integrable, where k is a constant.

2

X" +nX : & .
—} is pointwise

(b) Show that the sequence [
n

convergent but not uniformly convergent on R.

(c) Find the upper and lower Darboux integrals for
f(x) = x* on the interval [0, b]. Is f integrable on
[0, b]? (6,6)

o ELY WP 3 IR AESPO, G, i oS s R SR P o

e TRy WOMEORY 9 d @iy
]

NG 2 SIn¥® Y i ko a3 egdll | Py A K2 \__"

} &:"»:1,:,., '4: Wad i 'SM—_\J-;H_L »L:k:;‘,.\ "t,sh‘,gj s‘;(:;,l‘\’vk“?fw‘x
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1. (a) Define the local truncation error, Round off the
number 754682 to four significant digits and then

calculate the absolute, relative and .percentage

errors. L (6.25)

(b) Using the Regula Falsi method, compute the real
‘root of the equation x3 = 6 correct to four decimal

places, = (e ARG - (6.25)

(c) Perform four jterations of the Bisection method to
obtain the smallest positive root of the equation

fx) =x3—4x +1=0. (6.25)

2. (a) Cdmp.ute J5 correct to four decimal places by

using 'Newton-Raphsoh Method. | (6.25)'

-'(b) Solve the linear system AX = b, where

Wm @:

KALINDI COLLEGE Lige s
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A e

2 4 10], b= [._.2]

Y Gauss Elimination method using partial pivoting,

(6.25)

(c) Using Secant method, fin_d the smallest positive
root-of the equation x4 — X = 10 correct to three

decimal digits. 2o (6.25)

3. (a) Perform‘-thrée 'iteré_ttions of Gauss-Seidel method
to solve the linear system
2% —y + 0z = 7

;—X+2_y—-z=i

O.x—yb+22=1.

Take the initial approximation as (x, y, z) = (0, 0, 0).

Hﬂﬁﬁéfﬁ@ﬁﬁﬂﬁ@lg@&%mﬁfv - (6.25)
CLINDI COLLEGE LIBRARY - v
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(b)'Find the inverse of the matrix A'using' Gauss-

- Jordan method, where

B2 |
CA=12°3 2 (6.25)
1 2 2 g

(c) Consider the foliowihg table :

To.1 3 03 [o04 05
140 156|176 |200 |22

x «
1@

, Use Newton divided differ'encey formula to calculate
give an estimate

" the interpolat'i'ng polynomial and
: | (6.25)

 for £(0.25).

4. (a) Obtain the piecewiéé quadratic interpolating
polynomial for

s amfae@d Y FHERTY
KALIPD) G5 EGE LIBRARY
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| T 2 D 1 j 3 4
(0 ER B T K 2 5 7
Interpolate at- X = 3’.0# o 3 | - (6.25)

(b) Construct the interpolating polynom1a1 by usmg

- Gregory-Newton backward difference 1nterpolatlon

_ formula for thc glven data :

1 15 T30 75
fx) . .2.7183~ 44817 ' 7._3891 12.1825
 Estimate the value of £(2.25). (6.25)

() Construct the Rlchardson extrapolatlon table to

find the der1vat1ve of. f(x) = 3X at x=3 usmg the

central dlfference formula

f(X+h) f(x h)

I’
f (x) = o
| takln,g g e f‘\\'!"i‘w | ( )
e A o LBRARY |
KALIND! G P.T.O.
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5. (a) Consider the fol'lowing‘table

1 2 3 4 5

X :
o |2 i |3 16 32

Find f'(3) using
(1) Central difference formula
-5 (i1) Thre_e-poinf forward difference formula.
(6.25)
(b) Compute the value of ffs x* dx

using the Simpson’s 1/3 rule taking six equal

subintervals. | ' - (6.25)
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() Apply trapezoidal rule to evaluate the inteéral.

- pb

JI- dx
1 b
0.1+x

Calculate the difference between the exact value

and the approximate value. : ;e (6.25)

6. (a) Apply Mi’dpoint_inethod to find approximate solution .

of the initial value problem

Lo xe2y, yO =0, h=0L (629

(b) Apply Euler’s method to find approx1mate solution

- of the 1n1t1al value problem

dy _X= ,y(O)—l OSX<3 h=05. (625

dx -z
m%-,—\a -q?'[ﬁ'ﬂ? uR3! W
KALINDI COLLEGE LIBRARY
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(c) Find an approximation to y(0.2), for the initial value
probleiﬁ

&y _ + 0) =1 |

ax VB ).— L 0§xSO.2.

using the Heun’s method with;h = ‘0.1; Compare

with exact solution. . | | - (6.25)

~ . N '-‘ "
i e e R S
PG E Q8 BRI Y v s -
CF ¥ Cl PN 3,.!'\/ r-\'{.‘:“ !¢ N g
iy
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1 (a) If x and y are vectors in R", then prove that

Ix +yll = |lIxIl = Ilylll. Also verify it for the

vectors x = [2,-1,3,2] and y = [4,3,21] in

R4, | (5.5+2)

(b) Solve the following system of linear equations using
- Gaussian Elimination method. Also indicate whether

the system is c'onsi‘sj:ent or_inconsistent.
3x — 2y ‘+ 4z = -54
-x +y—-2z=20
5x — 4y +.éz = _83 - (6.5+1)
(c) Find the q'uac?ratic equation y = ax?> + bx + ¢

that goes fhrough the points (3,18), (2,9) and

(=2,13). N (1.5)

BT, 50 e ‘
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2. | (a) Solve the following system of equations using the

Gauss-Jordan method :

5x + 20y — 182 = —11
3x + 12y — 14z = 3

—4x — 16y + 13z = 13 (7.5)

(b) Find the rank of the following matrix by converting

to row ‘echelon form :

: (8 0 0 1]

: 1 0 3 1
0 0 1 3 (7.5)

0 8 1 8]

(c) Find the characteristic polynomial, eigenvalues and

corresponding eigenvectors for the given matrix :

_1 2 o
[ iR (2+2+3.5)

o\

sTfarwet awpnaehiony if{mm: AR P T.O:
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3. (a) Use the Diagonalization Method to determine

whether the following matrix .is diagonalizable.

(7.5)

(b) Show that the set M, of all 2 x 2 matrices is a
vector spacé under the usual operations of addition

and scalar multiplication. | (7.5)

(c) Show that span _(S) is a subspace of V, where S
a nbnemp‘ty subset of a vector spéce V. Let P3' be
the vector space o.f all real .polynomials of degree
<3and S = {x,x?+1, x>~ 1}. Find span (5).

Does (x?+x?) e span (S)? -~ (3+3+1.5)

KkUND! GQLLE@E LIBRARY
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- 4. (a) Check whether the following subset of R is linearly

independent or not,
S = {(0,1,-1), (1,1,0), (1,0,2)}.
Express (1,1,1) as linear combination of vectors in

S. . ke it (4+3.5)

~(b) Define a basis of a vector space. Show that the
following set S'is a basis for the vector space M,,

of all 2 x 2 matrices:

ALIEHGIET s

(c) Define a finite dimensional vector space. Let

W be the solution set to the matrix equation AX =0,

e o)




/2020 6

w2

1
whete A=(O iy 1). Show the following :

(1) W is a subspace of R?

(ii) Find a basis for W. (1.5+3+3)

5. (a) Check if the following mappings are linear
transformation or not. Prove it or give a counter

“example to disprove.

(i) f: R? — R3 defined as f([a, b, c]) = [-b, ¢, 0]

K a b '
(i) g:M,, — R defined as g ([c dD =ad -bc,

where M,, is the vector space of 2 x2

real matrices, (4+3.5)
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(b) Find the matrix T, of linear transformation T:
R? = R® with respect to basis B = {(1,0), (0,1)}
and C = {(19190)9 (091’1)’ (150’1)}’ Where

T([a,b]) = [a-b,a,2a+Db] (7.5)

(c) Define kernel of a linear transformation T. Show
that Ker(T) = {0} if and only if T is one-one.
| (2+5.5)

6. (a) Consider the linearlbperator L: M;; - M,,,
defined as L(A) = A — AT, where M,, is vector
space of 3 x 3 matrices and AT denotes the

transpose of the matrix A.

Find dim(I(er(L)) + dim(Range(L)). (7.5)

(b) Define an onto linear transformation. If T be a
linear transformation from a finite dimensiona]
vector space V to a finite dimensional vector
space W, show that T is onto if and only if
dim (Range(L)) = dim (W). (2+5.5)

il ArIldaTen QRieen
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o '_Show that the mapping f: M, &> M_ defined as
f(A) = AT is an isomorphism. : 5‘)

(1000)
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this question PAPE"

--l

so verify it for the
o B5y-
n Elimination method. Also

1. (a) Ifxandy are vectors in R", then prove that le 4yl < lxll + fivll. Al
vectors x = [1, 3,2, —1] und y = [1,-2,0,3] in R*,
(b) Solve the following systei of lincar cquations using Gaussia
indicate whether the system is consistent ot inconsistent.

x4+ y+z =5 ) :
2x+y—-z = 2 ' i (6.5+1)
2x—y+z = 2

(¢) Define equivalent systems. Also- chcck whether the . followmg system of equations -are
equlvalent or nol‘7

2x=y=1 and’ x+4‘y=14 (2_!_5.5)
" 3x+y=9- 5x—2y=4
2. (@) Solvethe followmg homogeneous systeni of equations using the Gauss-Jordan method:
T =2x+y+ g8z = 0 '
7x—-2y-22z = 0 : (75)
3x—y-— 10z = 0 '

(b) Define the rank of a matrix and hence find the rank of the following matrix by converting it to -
row echelon form: , ’ ;
AP O G /e A M | 5 -
‘ .lz -4 3 1 0]- : g (2+55)
3 15 -13 =2 7
(c) Find the eigenvalues and their corresponding algebralc multiplicities for the given m:xtrm

4 0 =2 - -
6 2 —6 ! : (7.5)
. 14 0 -21 RN . .

3. {a2) Use the Diagonalization Method to determine whether  the following -matrix is
diagonalizable. T _ ) = :
' —4. 8 =12 . :

6 —6 12| . - : €1.5)
6 -8 14 ! A

(b) (i) Determine whether the set of ndn-singular 2 X 2 matrices is a subspace of the vector :
space My, ofall 2 x 2 matrices. |

(u) Show that S = {(a,b,c) €R*:2a+b—c = 0] isa subspace of R3. - (4+3.5)

' Tferd) mﬁam Wau
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(c) Define span of g ;;.hére Sa noncmply'subsét of a vector space V. Determine span (S)

where § = ((1,1,1) 21,0)} isa subset of R3. Also examine whether the following

vectors of R3 gre jn span (5! : )
() (0,0,0) () (213). | (2+3+1+L.5)

4. (a) Check whether the following subset of R3 is linearly independeht or not. :

§ = {(1,2,0), (031, CLO). A
Express (1,2,1)-as linear combination of vectors in S. i o (4+3.5)

(b) Define a finite diimensional vector space. Let W be the solution set to the matrix equation

-

AX=0, where A=( 52 —-1)'.

Show that (i) W is a subspace of R%. , . :
(ii) Find a basis for W. .~ P . (24342.5)

(©)-(i) If v is linear combination of a vectors 1, Uz and u, in avector space V, then
show that S = {v, Uy U2 U, u,} is linearly dependent subset of V. ’
.(ii) Show that any set containing 0 (zero vector) in a vector space is linearly

dependent sét. (4+3.5)

5. (a) Check if the following mappings defined on P, (x), real polynomials of degree at most 1
are linear transformation or.not. Prove it or give a counter example to disprove. :
i. f:P,(x) = R defined as fp(x)) = p(2). e
ii, g:P,(x)— R definedas g(p(x)) = a, where a is the coefficient of highest degree

term. “4

+3.5)

(b) Let T : R® —:R* be a linear transformation where T([1,1,3]) = (2, 3,4,1] and
T([3,2,1]) = [1, 2,4, —1]. Find T([~ 1,0, 5]. Sy (7.5)

(c) Define a linear transformation T from a vector space V to W. Further preove the following:
i. T(0,)= 0,, where 0, and 0,, are the zero vectors in V and W respectively.
i T - w) = T(W) — T(w). ~ B . (15+3+3)

6. (a) Consider the linear transformation L: P,(x) —.Py(x) defined as L(p(x) = x*p(x))- Find
- Range(L) and Ker(L). Further show dim(Ker(L)) = dim(P; (x)) — dim(Range(L)).

(3 +3+ 1.5)
-.(b) For the lin€ar transformation L : Mp3™— Mzé defined as: - .
( b a —C
L( Z B ;- ) = [Ze d+ f]’ detergmine if it is one-one and ontq. (4+3.5)

(c) For the linear transformation L: R? — R* defined as, L(v) = Av, whete

15005563 , ~
A =il035155:3 ), determine L1 if it exists,
0 0 =1 e

b R S ey e

s
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1. (a) State Division Algorithm. Determine 51 mod 13,
342 mod 85, 62 mod 15, (82 .73) mod 7, (51+68)
mod 7 and (35.24) mod 11.
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(b) Define 2 Group. Show that G = {1, —1,i, i} forms
a group undet complex multiplication,
(¢) Let G be a group with the propetty that for any

v, y, z in the group, Xy = zX implies y = 2, Prove
that G 18 Abehan Also, in GL(2, Z,,), find

7 4
det15

2. (a)Let G be an abelian group and H and K be
subgroups of G. Show that HK = {hk: heH, keK
is a subgroup of G. Also, find the order of 7 in

Ly, under addition modulo 10.

(b) Let a be an element in a group G of order 30.

Find <a>, <al’>, <a!®> and |a%%, |a!7| and [a'¥].

(c) Find the order of each element of U(15).

Write a, B and o as a product of disjoint cycles.
Also find B-1,

KALMB?EDLLEGE LiER ﬁ?ﬁ
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(b) Construct 3 complete Cayley table for D, the

group of symmetties of a square. Is D, Abelian?
Justify,

(c) Find all the left cosets of {1,15} in U(32)

4. (a) Let H= {[g 3 :a,b,deR, ad # 0}, Is H a normal
subgroup of GL(2, IR)? Justify.

(b) State Lagrange’s theorem for f1n1te groups. Prove
that in a finite group, the order of each element of
the group divides the order of the group.

(c) Let G be a group of permutations. For each ¢ in
G, define

¥ { 1 if o is an even permutation,
sgn(o) = —1 if o is an odd permutation .

Prove that the function sgn is a homomorphism
from G to the multiplicative group {—1,1}. What 1s

the Kernel?

5. (a) @ Describe all the subrings of the ring of

integers.

(ii) Let a belong to a ring R, Let S = {x € Rax

— 0).-Show. that S.is.a. subring of R.
FHifer<l B c

Her<t aeifdaren JvaTE P.T.O.
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(b) Prove that a finite Integral Domain is 2 fielq.
Hence, show that Z, is a field, where p is a prime

nuinber.

(c) State and prove the subring test,

Let R={[, %, “;b]la,bez} C My(Z) where

M,(Z) is the ring of 2 X 2 matrices over 2. Prove
or disprove that R is a subring of M,(Z).

6. (a) Define an ideal of a ring R. State the ideal test.
Hence, prove that nZ is an ideal of Z.

(b) Let f: R —> S be a ring homomorphism. Prove
that

(i) f(A) is a subring of S Where A is a subring
of R.

(i) f'(B) = {r € R|f(r) € B} is an ideal of R
where B is an ideal of S.

(c) Determine all the ring homomorphisms from Z,
to Z,,

oy ‘L", - ."— . ri‘_‘;. SIS, . —— PRPREDE S ST ¥
dijer T ARdEEg GEaETed
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(a) Let n be a fixed positive integer greater than [, [f

a mod n = a' and b mod n =b', then prove tnyy
(a+b)mod n = (a'+b)mod n and (ab)mod n =

(a'b)ymod n. :

(b) Define a Group. Show that the set {5,15, 25, 35}
is a group under multiplication modulo 40, What is
the identity element of this group? Is there any
relationship between this group and U(8)?

(c) Show that G = GLV(Z, R), group of 2x2 matrices
with real entries and nonzero determinants is non

abelian. Also, construct a Cayley table for U(12).

(a) Let G be a group and H a nonempty subset of G.
Prove that if ab!is in H whenever a and b are in

H, then His a subgroup of G. Also, find the order
of 7 in U(15). |

(b) Let G be a group and let a € G. Prove that a and
a~! have the same order. Illustrate the above result

in the group Z,,.

(c) Let a be an element of order n in a group G

and let k be a positive integer. Show that

n
<at> = <aeed00> and Ja¥| = Tk
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1 2 3 4 5
3. (a)If a:[ :Iand

[t 23 45
2 4 51 3 121 4 3 5]

Show that of # Bo. Also compute the value of
and find order of B-'ap.

(b) Construct a complete Cayley table for D,, the
group of symmetries of a square. Find the inverse
of each of the element in D,.

(c) Let H = {(1) (12)(34), (13)124), (14)(23)}.
Find all the left cosets of H in A,, the alternating
group of degree 4.

4. (a) State Lagrange’s theorem for finite groups.- Show
that a group of prime order is cyclic.

(b) State the normal subgroup test. Prove that
SL(2, R), the gfoup of 2 x2 matrices with
determinant 1 is a normal subgroup of GL(2, R),
the group of 2 x 2 matrices with non zero

determinant.

(c) Let f: G = G' be a group homomorphism. Prdve
that if H be a cyclic subgroup of G then f(H) is
a cyclic subgroup of G'. Prove or disprove that
the map g: (R, +) = (R, t) given by g(x) = x? is
a homomorphism. :

S A piiarTera YRR P.T.O.
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a 0 |
5. (a) (i) Prove that the set A={[O b] la,beZ} is a

subring of the ring of all 2 x 2 matrices over
Z.

(i) Prove that the ring Z, of integers modulo p
where p is a prime, is an integral domain.

(b) Define characteristic of a ring. Let R be a ring
with unity 1. Prove that if 1 has infinite order
under addition then charR = 0. If 1 has order n

under addition, then charR = n.

(c) Prove that intersection of any collection of subrings
of a ring R is a subring of R. Does the resuli hold
for the union of subrings? Justify.

6. (a) State the ideal test. Let R[x] denote the set of all
polynomials with real coefficients. Let A = {p(x)
€ R[x]| p(0) = 0}. Prove that A is a principal
ideal of R[x]. '

(b) Determine all the ring homomorphisms from Z_ to
itself,

(c) State and prove the First Isomorphism Theorem

for rings.

Z . ¢ poe, ppeg b et )“

& Z “:,:\’-f,l \.E\:-t‘ IEC BN R RS A
{ ol g DR TRE EF R R N R P SR

PEAREM AN st
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1. (a) Define Eulerian graph, Write the degree sequence

of K, Is it bipartite? Justify. (7.5)

(b) Why can there not exist a graph whose degree
sequence is 5, 4, 4, 3, 2, 17 What is degree of
each vertex in the graph K . Define Adjacency

matrix of a -graph. Draw the graph whose

(0 0 0 1)

di T e R
Ccy matrix ] 3
adjacency | g 5 i Lo

(7.5)

(c) When are two gfaphs said to be isomorphic. Are
the following two graphs isomorphic. If yes, find

an isomorphism. - (7.5)

o
o
I
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2. (a) Define Hamiltonian cycle. Are the‘following two
graphs Hamiltonian? Justify (7.5)

D E
G2

(b) Use DIJKSTRA’S Algdrithm to find shortest path
. from vertex A to all other vertices in a weighted
graph. ; R (7.5)

G

S

oA e aYeETg
arfere] FEIENGT qReasTend

Ko LN DT COLLEGE LIBRORY: L Np
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(c) At mos
handshaking. Prove t.h.at the numb
er of people wh
0

t social function, th
9 Cre is a ] /
ot of

shake the hands of an odd numb
er of people is

always even.
(7.5)

(a) Solve the Chinese postman problem for th
r €

following weighted graph (starting from. A)
- (7.5)

3.

(b) To finish a basement, a contractor must arrange
for certain task to be completed. ‘
eference

As shown in below table, brief codes for T
(7.5)

N : : s
nd the time required for each activity.

,KALuuM(nDLUEGElJBRAFy
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Task .C ode Time
Floor installation oo B 4
Plumbing Pl i 3
ElectricaI- work | . | E 5

" Wallboard ) LW 3
Varnish doors and moldings et 1
Paint | - ' o Pa 2

Install doors and moldings D 1
Lay Carpet _ . C 2

Referring to the above graph, find the minimum

time to complete the task,

) AR et
KALMD!CDLLEGEUBRAm

WAL HNRLGE. P TO
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(c) Fin d the minimum spanning tree for the following

graph (starting with the vertex A) (7.5)

4. (a) Apply Bellman’s algorithm to find the lengths
of shortest paths from v, to each of other

vertices. : (7.5)




4999 _ o

(b) Find a permutation mattix P such that A,=PAPT
| (7.5)

(0 1 0 1] 0 0 1 1]

0 010 0 010

Al" ; ’ A2" '
0 00 1 000 0
10 0 0 0] 10,6150 0

(c) Solve the Travelling Salesman’s Problem for the

following graph. (Start at A) (7.5)

5. (a) Let A(G) be the maximum of the degrees of the
vertices of a graph G, Then X(G) < 1+ A(C).
i ' )
Fiferd) WEIdEer Ramey
KALINDI COLLEGE LisRARY

o
R ‘,, LIS

PO

P SRV U




4999 - 8

(b) Suppose that in one particular semester there are
students taking each of the following combinations

of courses.
(i) Mathematics, Physics, French.
(i) Mathematics, English, German.
(iiij Ehglish, Frel.lch, Physics.
(iv) Chemistry, Physics, French.

What is the minimum number of examination period
required for exams in the specified courses so
that students involved have no conflicts? Find a

possible schedule that uses this minimum number

of periods. (7.5)

GO WEiharerr =]
T HRITag yraeiad
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(c) Define coloring of graph. What is Chromatic

Nurﬁber? Find Chromatic Number of the graph.
' (7.5)

6. N

P.T.O. ‘
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(i) Verify the law of conservation of flow at

and

(i) Find the capacity of the (s,t)-cut defined

by S = {s, a, b, c,d, e} and T = {t},

(b) Define Matching in Graph. Determine whether the

graph has a perfect matching. (7.5)

(¢) A small department store chain maintains three
warehouses, A, B, and C in the south of the

Province and three stores, D, B, and F, in rural

KALINDI COLLEGE LIBRARY
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communities in the far north. The warehouses have,
respectively, 500, 500, and 900 snow blowers in
stock on October 1. The first blizzard of winter is
forecast to start near midnight, October 2, and
theré 1s an immediate demand from the stores
for 700, 600, and 600 snow blowers, resp‘ectively.
Various routes are available for shipping
merchandise 'to the stores. These are shown in
Fig., where the capacity of an arc uv 1s the largest

nuﬁaber of snow blowers that can be shipped from

~ u to v in the course of a single day.

The vertices in the middle should be thought of
as middlemen,.baggage handlers, for example,
who can only cope with so many snow blowers
at once, We will assume that freight can cover
as many arcs as necessary in a single day.

Can all the required snow blowers reach the

‘ ) wEraEa i

L LIND COLLEGE LIBRARY

.T.O.
KR
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stores before the blizzard arrives? 1f not, how
close can the company c0me'to satisfying

demand? i (7.5)

LIBRARY

(500)
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1. (i) Solve the differentials equation

(x2+y*+ 1) dx - 2xy dy = 0

(i) Solve ‘
y + px = p2x4
i@ AR YAy - pTO
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(iii) Find the solution
y = 2px + y?p?
2, (i) Find the general solution of
(D* +'4)y = Sin 3x + e*

(i) Solve

2 d%y _dy 3
— L px—T—y=x
dx?  dx Y

(ii_i) Solve the following equation -

dy . dy : '
dx: x+y=0, dt X =Py <Y

3. (i) Using the variation of parameters, solve

y" + 4y = sin x

(i) Solve (y + z)dx + (z + x)dy + (x + y)dz = 0.

BTt B BTy oy
Cotiqenieid Uvaaiieiy

(BERERA Wil
BN DY 5% 1 : i
o LRE VI LIBRARY
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(i)

(i)

(i)

(i) -

(iii)

'E‘(;:‘lr; gjl ’:(" TL{ ("?}j W%\"H‘ng(y\{l

3

‘Show that the e2* and e?* ate linearly independent

solution of y” — 5§y + 6y = 0. Find the solution
y(x) with the property that y(0) = 0 and
y'(0) = |

Form the-parfial differential equati'on of the

equation z = a(x+y) + b.

Find the general solution bf the equation -
(y’z/x)p + xzq = y*.

Find the complete integrél of x2 p? ,+.y2 q* = z%

i) Form 'the partial diffe'rent.iallequation of the

equation z = f(x* - y2).. -

F1nd the general solutlon of the equation

p+ 3q z + cot(y — 3x).

Find the complete integral of z? = quy. _

Find the differential equation o.f' all spheres of

radius, having center in the xy—plane.
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(u) F1nd the general solutloIl of the‘ i e
uathIl

x(y2 + 2)p — y(x* + 2)q = 2(x? - y?).

© (i) Fipd the complete integral of p + . .=' p_q _

KALINDI COLLEGE LIBRARY (700)
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1. (a) Let {C,} be an arbitrary sequence of eventg. Sho
w
that

P(U‘::lcn)s ‘:ﬂp(cn)..

(b) Find a formula for the probability distribution of
the total number of heads obtained in SiX tosses of

a balanced coin.

(c) The pdf of the random variable X is given by

C
f(x): ﬁ ’ 0<X<4

0 ; elsewhere

Find :

(i) The value of C.

(i) P[xﬁ] and P(X > 1).

'4.

a;ﬁ%:} Lg. ! I\.P‘}‘\ ; iy
A WNTHRTY
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2:8(8) Find the moment generating function of the random

variable whose probability density is given by

=X i :
f(X) - {e y X> 0
0 ; elsewhere

Use it to find an expression for pn., where

uo= E.[X'] is the rth moment about the origin.

(b) Define geometric distribution, If the probability is
0.75 that aﬁ apﬁlicé_nt fo r .a:dri{fer’s iiéense will
. pass the road». test on any given try, what is the
probability that an applicant will finally pass the

test on the fourth try?

(c) Show that Poisson distribution is a limiting case of

binomial distribution when n — , 8 — 0, while

n® = A remains a constant,
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3. (a) Show that if a random variable has 3 uniform
density with the parameters ¢ and B, the
probability that it will take on a valye [egq than

a + p(B — o) is equal to p.

(b) Let X and Y be two random variables with joint

probability mass function :

X+y
P(x,y)= =

; forx =1,2 and y = 1, 2, and zero

elsewhere.
Show that E[XY] = E[X]E[Y].

(c) Let X and Y be discrete raﬁdom variables having

joint prob”ébility mass function-

1 X+y | Z
P(X,y): (Ej :1<x<w, 1<y<®o, X, Y€

0 ; elsewhere

Determine the joint moment generating functiof

of X and Y,

KALINDI COLLEGE LIBRARY
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4. (a) Let X, and X, have the joint pdf:

(%% )_ X{+%Xy 4 0<% <1, 0<%, <1
e 0 ! otherwise

(i) Find the marginal pdf of X,, X,.
(i) Find the probability P(Xl S%—] .

(i) Find the probability P(X, + X, < 1).

(b) Let (X,Y) be a discrete random variable having

joint probability mass function :

P(x,y)ﬁ x—i-gzy > (x,y)=(1,1), (1’2), (2,1), (2,2)

0 ; elsewhere

Determine the conditional mean and variance of

Y given X=x for x=1.

KAL&NDI C@LLE@E UBRARY
_P.T.O.
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(¢) Let X and Y have the joint pdf:

f(x y)-— 6y ; O<y<x<l
’ 0 i elsewhere

Show that E[Y] = E[E[Y]|X]].

5. (a) Let

1
—, if x=1,2,3,4: y=1,2,3,4
P(x,y)= 16 !

0 , otherwise

be the joint probability mass function of X and Y.
Show that X and Y are independent.

(b) The joint density of two random variables X and

Y is given as

f(x,y)=4" ") x>0 and y>0
0 ; elsewhere

Find the regression equation of Y on X.

By q?"a?ﬂwr’ LGERE
BALINDE GOLLEGE {113
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(¢) Using method of least square to fit a straight line

3473 e

for the following data!

6. (a) Let X and Y have joint probability mass function

described as follows :

(x. (C¥)) (1,2) (1,3) 2,1) (2,2) 2.3)
e | L | £ | 2 | L | L | £
: 15 15 15 : 15 15 15

Find the correlation coefficient between X and Y.

(b) A soft drink vending machine is set so that the
amount of drink dispensed is a random variable
with a mean of 200 milliliters and a standard
deviation of 15 milliliters, What is the probability
that the average amount dispensed in a random

sample of size 36 is at least 204 milliliters?

o) TEIRETE YRR
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(c) Suppose the number of items produced in a factory

during a week is a random variable with mean

500.

(1) What can be said about the probability that

this week’s production will be at least

10007

(i) If the variance of a week’s production

is known to equal 100, then what can
be said about the probability that this
week’s prdducticn will be between 400 and

6007

‘ SN

KALIND!I COLLEGE LIBRARY
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